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Attempt no more thaifour questions. All questions carry equal marks.

1. Let, denote a set of symbols (an ‘alphabet’) of sizd hat is,|>,| = ¢. We shall assume that

there is a ‘zero’ elemertt € 3.

(@) (i). Explain what is meant by the Cartesian prodﬂgt: Y4 x Xg; and by the ther-th
Cartesian product of,, denoted:y. lllustrate your answer by writing out all elements
of {0, 1} explicitly, carefully explaining any notation you use.

(if). A g-ary code of lengt is a subset oEj. How many of these are there (as a function
of g andn).

(b) (i). Define the Hamming distanegon 327

(i). Note that00...0 € Xj. How many elements df; have Hamming distance 2 or less

from the element 00...0?
(iii). Define the minimum distancé(C) of a codeC' C ¥ .
(iv). Given that code” is 7 error correcting, what is the smallest that’) could be.

(v). State the ball-packing bound on the sizeof ag-ary (n, M, d)-codeC.

(c) For each of the following tripleg:, M, d) construct, if possible, a binaiy:., M, d)-code:
(9,2,9) (3,81  (48,2)  (8,80,3)

If no such code exists, then prove it, stating any theorerad.us
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2. (a) WriteM,, ,,,(F') for the set ofn x m matrices with entries in field. For example

101 00
01 00O0

€ Mo 5(Zsg)

If Fis afield of order;, what is| M., ,,,(F)|?

(b) Associated to each/ € M,, ,,(F) is the row space?(1/) of M. This is the vector space
over F' spanned by the rows d@ff (regarded as vectors). Under what conditiond/ig
generator matrix for a linear code; and what kind of code dtoganerate (that is, what are

the block length and dimension of the code it generates)?

(c) Write down the binary linear code; with generator matrix

10100
01100

Gy =

(d) Consider the following sets: .S; = {000000, 000100, 100000} C ZS$;
Sy = {0000, 0001, 1000,1001} C Z3;

Ss = {00000, 01110,01000, 00110} C Z3;
Sy = {0000, 0001,1000, 1001} C Z3.
Determine which of these are linear codes (giving the reafmmyour answers).

(e) Define the minimum weight(C') for a code. Prove that, for a linear code, the minimum
distanced(C) is equal tow(C).
() DefineC+, the dual code to a linear cod& Prove thatC is also a linear code.

(g) Alinear code is self-dual i€~ = C. Compute the dual of'; above, and hence or

otherwise determine if it is self-dual.
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3.

(a) LetZ, denote the set of integers modulo 4, together with the ast®otcimod.4 arithmetic.
Give the multiplication table foZ.,. Explain why this number system of mod.4 arithmetic
doesnot form a field.

(b) Explain a way to construct a field of order 4. Write down #ulelition and multiplication
tables for this field.

(c) LetC C Z2 be the linear code with generator matrix

010 3 4
G=11001 2
0015 6

(i). By a suitable row permutation, bring this matriX into a standard fornd-. Hence

write down a parity check matrix/ for C'.
(ii). Compute the matrixG.H! (whereH! is the transpose dff). Interpret your result.
(iii). Show thatd(C) = 3.
(iv). How many of the coset leaders 6fhave weight 1?

(v). Codewordr is transmitted down a noisy channel, so that 11254 is received, with

exactly one error having occured. What was the transmitvel@wordz?
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4. LetC be the binary linear code with generator matrix

1010
0101

G =

(a) Construct a standard array for
(b) Decode the received messdd@1 using your array.

(c) CodeC is transmitted down a binary symmetric channel with symbareprobability
p = 0.01, with the received vectors being decoded by the coset degadethod. Let:
denote the sent word, andhe received word, so that= y — z is the transmission error
vector. ThenP (e = 0000) denotes the probability of a codeword being transmittethouit
error. What isP(e = 0000)? Explain why the probability of a transmitted word being

decoded correctly can be written as
Peorr(C) = P(e =0000) 4+ P(e = 1000) + P(e = 0100) + P(e = 1100)
CalculateP.,,.(C), the word error probability of the code; atht},,4ee.(C), the probability

of there being an undetected error in a transmitted word.

(d) CodeC is again transmitted down a binary symmetric channel withtsyl error probability
p = 0.01, but is now used only for error detection. If an error is detddn a received
vector, the receiving device requests retransmissioneofdideword. Calculate,¢i,qns(C),

the probability that a single codeword transmission wilulein a request to retransmit.
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5. The 26 letters of the alphabet may be represent@@ ioy A — 001, B — 002, C — 010, ...,
Z — 222. Let us also represent ‘space’ by 000.

We are given the parity check matrix

101 2 01
H=1011100
000011

of a 3-ary[6, 3, d]-codeC. That is,w € C'if and only if Hw! = 0. (As usual we write simply O
for the zero vector, where no ambiguity can arise; and waitéor the transpose of a vectar.)
For exampleH (100012)* = 0, s0100012 € C.

(@) ComputeH (221000)t and hence determine wheth&1000 € C.

(b) Note thatH is not in standard form. Confirm that

221000
G=]1120100
2000 21

is a generator matrix faf'.

(c) Recall thatz may be used to encode elements: (uy, uz, u3) of Z3 by u — x = uG.
Thus it may be used to encode letters of the alphabet, visepuesentation above.

Compute the encoded form of the letter U.

(d) Whatisd(C)? How many coset leaders lie within distance 1 of 000000? Coereir

syndromes.

(e) Decode as much as possible of the following received ages§eceived, perhaps, from a
transmitter in a different solar system). You may assumetkigatransmitted message was
encoded using’ with generator matrixz, and use nearest neighbour decoding. (Marks are

available for partial decodings, but all working must bevghg
Message:

212012 012212 220112 112100 220112 000000

200021 112000 220112 000000 022021 221000

022200 002000 022021 202100 111112 012022

5 End.



