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Attempt no more thanfour questions. All questions carry equal marks.

1. (a) LetΣq be an alphabet of sizeq andC ⊂ Σn
q be aq-ary block code of lengthn. Define:

(i) TheHamming distanced onΣn
q .

(ii) The minimum distanced(C) of the codeC.

(iii) The parameterAq(n, d).

(b) State and prove the ball-packing bound onAq(n, d).

(c) Prove thatAq(n, d) ≥ Aq(n+ 1, d)/q.

(d) In each of the following caseseitherconstruct a code with the specified parametersor

explain why no such code exists.

(i) A 7-ary (5, 550, 3) code.

(ii) A 5-ary (7, 26, 6) code.

(iii) A 5-ary (8, 130, 6) code.

2. (a) LetC be the ternary linear code with generator matrix

G =

 1 0 1

0 1 2

 .
(i) List the codewords ofC and find the minimum distanced(C).

(ii) Construct a standard array forC. Use your array to decode the received vectors112

and120

(b) Suppose that a binary linear[9, 4, 3] codeC is transmitted down a binary symmetric channel

with symbol error probabilityp < 1
2 . Show thatPcorr(C), the probability of any transmitted

codeword beingcorrectlydecoded, satisfies

Pcorr(C) ≥ (1− p)9 + 9p(1− p)8 + 13p7(1− p)2 + 9p8(1− p).
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Given thatp = 0.01, find an upper bound on the word error ratePerr(C) of the code.

Compare your answer withPerr(C0), whereC0 = Z
4
2.

3. LetC be the binary linear code with generator matrix

G =


1 0 0 1 0 1

0 1 0 1 1 0

0 0 1 0 1 1

 .
(a) Write down a parity check matrixH for C.

(b) Explain how the minimum distance ofC may be deduced fromH. Findd(C).

(c) How many cosets doesC have? How many cosets are led by weight 1 vectors? Does any

coset have a weight 2 coset leader?

(d) Construct a syndrome look-up table forC. Hence, or otherwise, decode the received vectors

100110, 011101 and101001.

4. (a) Construct the projective equivalence class of the vector3152 ∈ Z4
11, listing your answer in

lexicographical order. [Denote the digit “10” byX, the last digit lexicographically.]

(b) Write down the parity check matrix for the standard Hamming codeC = Ham(Z3
3).

Determine the parameters[n, k, d] of C. Decode the received vector1110 · · · 0 ∈ Zn3 .

(c) Let Ĉ be the following subcode ofC:

Ĉ = {x ∈ C |
n∑
i=1

2ixi = 0 mod 3}.

Prove thatĈ is also a linear code. Write down a parity check matrixĤ for Ĉ, and determine

the parameters[n̂, k̂, d̂] of Ĉ. Decode the received vector1110 · · · 0 ∈ Zn̂3 .

5. (a) Define the termcyclic code.

(b) Determine whether the following codes are cyclic. Briefly explain your answers.

(i) The binary code{0000, 1010, 0101, 1110, 1101, 1011, 0111}.

(ii) The ternary code{000, 011, 101, 110}.

(iii) The 7-ary code{x ∈ Z5
7 |
∑5

i=1 ixi = 0 mod 7}.

(iv) En ⊂ Zn2 , the set of even weight binary words of lengthn.

(v) On ⊂ Zn2 , the set of odd weight binary words of lengthn.

(c) (i) Factorizep(x) = x5 − 1 overZ31 into irreducible factors. (Hint: what isp(2n)?)

(ii) For eachk ∈ {0, 1, 2, . . . , 5} letNk denote the number of distinct31-ary cyclic codes

of length 5 and dimensionk. Determine the numbersN0, N1, . . . , N5.

(iii) Choose any one of the cyclic codes of dimension3 C say. Write down the generator

polynomialg(x), the check polynomialh(x), a generator matrixG and a parity check

matrixH for C. Determined(C). Write down theg⊥(x) the generator polynomial of

the dual code.

2 End.


