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Chapter 1

Introduction

Why Potts models? Why statistical mechanics?

I do not think there need be any mathematical model faithfully describing
the universe as a whole. There are, however, some very beautiful math-
ematical models for physical phenomena perceived in restricted kinematic
regimes. To me, then, a mathematical model which takes as input a de-
scription of a system at one length scale, and gives as output a description
of this system at a different scale, is particularly exciting. Equilibrium
statistical mechanics concerns models of this type.

In addition to this aesthetic consideration I note three major practical
motivations for the application of statistical mechanics. One is the common
need to determine properties of a physical system on a macroscopic scale
from an initial description of the system on a relatively small (microscopic)
but finite scale. Another is the discrete approximation of quantum field
theory, in which the microscopic scale becomes infinitessimal. The third
is the use of these physically supported pictures of statistical mechanics
to provide insight into the many glorious mathematical spin-offs from the
subject.

The Potts models are a special and easily defined class of statistical
mechanical models, as we will see. Nonetheless, they are richly structured
enough to illustrate almost every conceivable nuance of the subject. In
particular, they are at the centre of the most recent explosion of interest
generated by the confluence of conformal field theory, knot theory, quantum
groups and integrable systems.

We are fortunate that all problems in statistical mechanics seem to be
related to Potts models. Fortunate, because this means that a general
discussion of the subject can be couched in Potts model terms. These
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8 CHAPTER 1. INTRODUCTION

models are invaluable in that they allow a ready understanding of their
own basic physical significance and, compared to many of their more purely
mathematically motivated counterparts, exhibit a robust insensitivity to
boundary conditions away from the critical region. Any new result can
be measured soberly against its implications for the Potts models. At the
same time they present a great challenge as the most tantalising of unsolved
models....

1.1 On layout and objectives

There exist several splendid books and reviews having some overlap of ambit
with the present work. Baxter’s (1982) book is a particularly fine example,
and we will mention many others as we go along. The material which has
been covered has been covered well, and there is no point in going over the
same ground again here. On the other hand, there is plenty of scope for
progress in the same philosophical territory, without duplicating technical
details which are already reported so lucidly. With this in mind an exhaus-
tive survey of work in the field of statistical mechanics has been omitted
in preference to one which, while self-contained, covers predominantly new
ground. The review material necessary for self-containedness has, as far
as possible, been given a novel slant. This book is not intended, then, to
be an alternative to, or review of, existing works in the field, but rather a
companion to them.

One of the striking features of recent developments in statistical mechan-
ics has been their profound interest to physicists and mathematicians alike.
Another feature has been the bewildering proliferation of solvable models
and solutions to the star-triangle relations. This Gibbsian/Boltzmannian
pulchritude has tended to defy any systematic categorisation. At present,
the physical significance of these models is not uniformly clear. However,
just as mathematics has been the source of many new models, so the needs
and perspectives of physics should provide the main source of organisational
criteria.

The first theme introduced here, therefore, will be the basic physical mo-
tivation common to these models. This is reviewed in so far as it is needed
to understand and organise the models. The basic calculational techniques
involved are also introduced, and a framework for understanding and as-
sessing mathematical results in physical terms is established. The Potts
model is used as an example throughout. This theme might be generally
characterised as classical statistical mechanics for mathematicians.

Having established this foundation we then develop an algebraic frame-
work for the statistical mechanical notion of equivalence of models (a key
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step in categorisation), which leads us to regard the transfer matrix as a
representative of an element of an associative algebra. It becomes natu-
ral, therefore, to characterise and classify such models by the algebra they
represent. The development of this characterisation is our second running
theme. For example, the most popular such algebra is the Temperley-
Lieb algebra, which is the algebraic embodiment of the Potts model. We
give a detailed description of this algebra, so that the reader is eventually
equipped to go out and construct arbitrary representations, and hence all
Temperley-Lieb solutions to the star-triangle relations. This theme can
perhaps be characterised as algebra for physicists.

Finally, we discuss some of the ways in which the fruit of the union of
ideas coming respectively from the mathematical and physical perspectives
may be harvested! This subject is currently the focus of a huge global
research drive. The objective here is to get us to the point where we can
join in this drive, rather than to attempt to chronicle it fully.
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Referencing, in a work with a primarily pedagogical ambit, is often a
compromise between fastidious acknowledgement of original sources, how-
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ever obscure, and recommendation of the clearest pedagogical exposition.
Here we will not compromise. I apologise in advance to offended parties!
The method of referencing is to give names, and dates where necessary
to avoid ambiguity, in the text. The full references are then given in the
bibliography.

Notations

In statistical mechanics the singleminded persuit of a universally standard-
ised notation has a tendency to become counter productive. It is sensible,
nonetheless, to standardise notation as far as possible. There follows a list
of standard symbols and notations. Many of them are sufficiently ubiqui-
tous in the literature as to require no explanation, others will be unfamiliar.
Anyway, here they are.

C Field of complex numbers. Unless otherwise stated we will work
over the field of complex numbers throughout;

R Real numbers;

Z Integers;

N,Z+ Natural numbers, positive integers;

ZQ cyclic group of order Q (i.e. additive version: elements p =
0, 1, .., Q−1, composition given by addition mod Q; multiplicative
version: elements exp(2πip/Q) );

[p] integer part of p ∈ R;

d dimension of a physical system, i.e. d ∈ N;

1d d dimensional unit matrix;

diagonal(a, b, c) =





a 0 0
0 b 0
0 0 c



 ;

[A,B] = AB −BA , commutator of matrices A,B;

{A,B} = AB +BA , anticommutator of matrices A,B;

{Ui ; i = 1, .., k} a set of k objects Ui, e.g. generators of an algebra;
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δa,b =

{
1 if a = b;
0 otherwise;

Vd d dimensional vector space;

V vector space of indeterminate dimension, or specific set of basis
elements for Vd;

dimV = d order of set V ;

A⊗B tensor or direct product of matrices (or vector spaces) A and
B;

A⊕B direct sum of matrices (or vector spaces) A and B;

⊕idiAi = (1d1 ⊗A1)⊕ (1d2 ⊗A2)⊕ ..., di ∈ N, Ai matrices;

⊗nVd = Vd ⊗ Vd ⊗ Vd ⊗ ...⊗ Vd;

Sd simple module of dimension d;

Pd projective module of dimension d;

End(Vd) endomorphisms of Vd;

B = EndA(Vd) A is an algebra, Vd an A-module, then B is the al-
gebra of linear transformations on Vd which commute with the
action of A;

Md(C) algebra of d-dimensional matrices over the complex numbers
C;

N Number of particles in system;

{σ} a set of variables {σi; i = 1, .., N};

hom({σ}, V ) hom-set consisiting of all functions on {σ} to set V , i.e.
hom({σ}, V ) ∼ V N ;

{σi} a possible configuration of a set of variables σi ∈ V , i.e. {σi} ∈
hom({σ}, V );

H Hamiltonian;

Z Partition function;

< O > Expectation value of observable O;

〈ij〉 nearest neighbour pair of lattice sites, i and j;
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T Transfer matrix;
∏′

i product over i, the prime is a warning that i is incremented by
other than +1 (the increment will be posted in the text adjacent
to the first occurence of each variety).

We have omitted some definitions of symbols which have come to have
two or more standard meanings. In such cases the appropriate definition
will be given where needed.

1.2 Statistical mechanics

In the remainder of this chapter we discuss some fundamental notions of
statistical mechanics, define Potts models, and introduce the language of
block spin renormalisation. These ideas will provide the basis for our sub-
sequent physical discussion.

In this section, before proceeding to technical matters, we offer up a
thumbnail sketch of the classical equilibrium statistical mechanical world.
Its purpose is to provide an opportunity for the reader to compare his or her
intrinsic reference frame on the relevant concepts with that of the author.
It will also serve to introduce some technical notation. For a traditional
(100 page plus) exposition see, for example, Huang (1963).

There is no need to dwell here on the variety of phenomenological moti-
vations for statistical mechanics, which depend on whether the many body
physical system being modelled is a gas, a magnet, a biological system, or
the universe in general. The way in which equilibrium statistical mechanics
treats all these problems is, in its mathematical essence, the same. We will
go into details later. The physical interpretation of statistical mechanics
is traditionally in terms of gases and magnets. More recently, the physical
justification for mathematical studies of the kind we will describe in this
book has come increasingly from the discrete modelling of quantum field
theory (see, for example, Kogut 1979). However, the intuitive base for this
interpretation seems to reside once again in the traditional magnetic inter-
pretation. We will lose nothing in what follows, therefore, if we concentrate
mainly on that.

Consider a physical system of many particles, distributed in space and
interacting through known forces dependent on this distribution. Even if
it is a deterministic system it will not generally be possible in practice to
calculate its subsequent behaviour from a given initial state. On the other
hand, such a mass of information would probably be overwhelming, and
hence useless from a physical point of view anyway.
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What would be much more useful would be the calculation of bulk prop-
erties of the system. These, if any exist, are the results of measurements
on the system as a whole with the property that if the system is split into
2 isolated parts along some boundary, and both parts are large enough so
that the number of particles close to the boundaries are negligable com-
pared to the numbers in the bulk of the system, then each part will give
the same result for an equivalent measurement. The possibility of such a
measurement clearly implies a certain resilience of the system..... a sense
in which 2 non-identical systems can still be thought of as the same kind
of system. We know from nature that such systems and reproducible mea-
surements exist (cutting an ice cube in half does not change its melting
point).

It is not easy to be very precise about these notions in the physical con-
text. We will be able to be more precise once we have set up a mathematical
version. In general, particles close to the boundary are those for which the
(supposedly known) interaction forces are affected by cutting at the bound-
ary. Negligable numbers of particles close to the boundary then means
that the ratio of boundary to bulk numbers tends to zero as N →∞. Note
that these conditions imply that conservation of energy should not play a
direct role in bulk properties (since we are ignoring energy escaping across
boundaries). It is replaced by a concept of temperature, as we will see.

The problem of prediction of bulk properties of such a system when car-
rying finite energy is still not one amenable to direct solution. Considering
the particles to be fixed in location (in a crystal lattice, for example), and
interacting only with respect to some internal freedom (such as magnetic
dipole orientation), does not change the magnitude of the problem. Let us
in addition, however, consider the situation in which the bulk properties
of interest are essentially constant in time. We can then attempt to model
the system by equilibrium statistical mechanics. In this scheme the physi-
cal distribution and possible states of the particles appear in a recognisable
manner, but the microscopic temporal fluctuations between states are av-
eraged and absorbed within a mathematical construct called the partition
function.

1.2.1 Partition functions and Hamiltonians

In general terms, the situation is as follows. Let us introduce statistical
mechanical versions of the particles - variables σi indexed by their location
and taking values from some set representing the possible states (configura-
tions) of each particle. Let us denote the complete set of such variables for
the system by {σ}. We must then define the classical Hamiltonian H({σ})
for the system, which is a certain function from the possible configurations
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of the system as a whole to the real numbers. That is, the domain of H is
the set of configurations of the system, and the codomain the reals. The
precise form of H({σ}) depends on the system. The resiliency property of
the system is manifested through the existence of an intensive version of H ,
that is a formulation which is essentially similar for any 2 large subsystems.
We further define the statistical mechanical observable O({σ}) as another
function from configurations to the real numbers.

Let us introduce a notation for the sum over all possible configurations
of the system {σ}. If σi takes values from some set V for i = 1, 2, .., N , say,
then ∑

{σ}
≡

∑

σ1∈V

∑

σ2∈V
....

∑

σi∈V
....

∑

σN∈V
.

We may then define the partition function as a function of real variables β
and Jo in the following way

Z(β, Jo) =
∑

{σ}
exp(βH({σ}) + Jo.O({σ})). (1.1)

This partition function for a statistical mechanical system, Z(β, Jo), is
a generating function for statistical mechanical expectation values. Defining
Z = Z(β, 0) we then define the expectation value < O > for a given O({σ})
as a function of β as follows

< O > =
∂ ln(Z(β, Jo))

∂Jo

∣
∣
∣
∣
Jo=0

=

∑

{σ}O({σ}) exp(βH)

Z
. (1.2)

These expectation values can be thought of as predictions for the re-
sults of certain bulk measurements on a corresponding equilibrium physical
system (although, having introduced the formal definition of equation 1.2,
we are free mathematically to use any observable O, which may or may not
correspond to a bulk property).

In order to understand how the correspondence between physical system
and model works (and determines H) we we must first take a closer look
at the kind of physical system, and measurement, we hope to model. The
system is generally a many body system. It is one which shows no trends
in its configurational fluctuations, and hence no systematic variation in
its bulk properties, on time scales large or comparable with those of the
measurements. The measurements are, in turn, associated with time scales
large compared to those of the thermal fluctuations of the system.

The thermal fluctuations of a system may then be thought of simply
as a mechanism by which it visits a number of its possible states, with
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various frequencies, during a given time period. Our stipulation is that
during the time of a measurement the integrated number is large (although
we will have to be a bit more careful about this later on). The measuring
instrument will somehow average the values of the observable in these states
to arrive at the measurement.

For the purposes of the measurement the system is thus in a time in-
dependent, hence equilibrium, state. The statistical mechanical version of
the measurement takes advantage of this. It replaces the unknowable mi-
croscopic dynamics by a weighted average over all the possible states of
the system. The weight for a state, W ({σ}), called the Boltzmann weight,
allows simply for the relative likelihood of the system being in that state,
given the known parameters of the system. The standard known parameter
is the temperature. A few other bulk parameters like an external magnetic
field strength may also appear. The Boltzmann weight decides which states
are more popular than others, and how much so. Historically, and for physi-
cal reasons, this weight has been expressed as the exponential of the inverse
temperature times an ‘energy’ which is a property of the particular state
independent of the temperature. We write

W ({σ}) = eβH({σ}).

so that β ∝ 1/T , plays the role of the inverse temperature (we can omit
physical constants and units for the present). The energy assignment, or
Hamiltonian, is based on some good physical picture of the system at the
molecular level (or at whatever microscopic level for which we have a ‘good
physical picture’).

We see from equation 1.1 that a given model is mathematically defined
by completely specifying H({σ}). To do this we must enumerate the con-
figurations of the system, and associate an energy (a positive number) to
each one.

This is a crucially important step, and we will come to specific physi-
cally illustrative examples shortly. However, a number of models have been
introduced for which the energetic interpretation is in any case obscure.
The assignment of weights has taken place to suit mathematics rather than
physics. This need not detract from the interest of such a model. The
underlying battle lines in the conflict between energy (as represented by
the weight, in whatever form) and entropy (as represented by the possible
configurations of the system) survive in essence, if they exist at all, indepen-
dently of how perversely the classical Hamiltonian is formulated. We will
return to this point in the next section, but essentially it means that any
resilient H with an interesting partition function is a legitimate candidate
for study.
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The interpretation of O({σ}) is as the idealised (but physically unmea-
surable) instantaneous version of an observable O involving the states of
the corresponding particles. The result of an attempted physical measure-
ment on the observable O will be time averaged over the response time of
the measuring instrument. In the statistical mechanical representation it
is replaced by the expectation value < O >, a weighted average over all
possible configurations. Hence equation 1.2.

Let us now consider the crucial matter of specifying the Hamiltonian.
The study of truly arbitrary choices for H would be a huge and largely
physically meaningless task. Physically, and to make sense of other statis-
tical mechanical functions to be defined shortly, we will need to be able to
simulataneously define a sequence of Hamiltonians associated with different
numbers of particles but with the same ‘kind’ of physical system. As indi-
cated before, this is akin to requiring that different subsystems of a given
system correspond to similar systems. Given the form of the Boltzmann
weight, and assuming that each subsystem is large enough for boundary
numbers to be negligable, this is equivalent to requiring that the Hamilto-
nian has an intensive version. That is, that H for the composite system is
essentially the sum of the Hamiltonians for the subsystems, in the limit of
very large subsystems.

To be more specific about this we need to make some preliminary re-
marks about the distribution of particles, and the way they contribute toH .
In this it will be useful to introduce the notion of a composite Hamiltonian
H(β) (the dependence on configurations here is implicit), which consists
of the entire argument of the exponential in equation 1.1 or, more gener-
ally, any linear combination of Hamiltonian functions multiplied by scalar
variables:

H(β) =
∑

sub−Hamiltonians j

βjHj({σ}).

Substituting this into the argument of the exponential in equation 1.1 allows
us to build more general, multi-parameter, models.

Realistically we will also need to introduce the notion of a lattice. This
is an art in itself....

1.2.2 Defining lattices

In this book we will be concerned with lattice statistical mechanical models
(i.e. with models of countably many particles). As we have seen, the
definition of such a model involves a composite Hamiltonian, which may
be thought of as a map from the configurations of a discrete set of N



1.2. STATISTICAL MECHANICS 17

variables σi (i = 1, .., N with N typically large), to linear combinations of
indeterminates {βj} (j = 1, .., p with p typically 1).

This map may be broken up as a linear combination of constituent
Hamiltonians. The requirement that boundary numbers be negligable in the
largeN limit suggests that the constituent maps may each be further broken
up as a linear combination of maps called interactions, each depending non-
trivially on only a small subset of the variables {σi}; and that the variables
in each subset should be ‘close together’. We now see that ‘particles close
to the boundary’ should mean ‘particles associated with interactions cut
by the boundary’. ‘Close together’ then means ‘such that the boundary
numbers remain negligable’. This is still not a well defined condition, since
it depends on the shape of the boundary. Assuming a smooth boundary, a
sufficient, but not necessary, working rule is to consider subsets involving
particles which are nearest neighbours at most a couple of times removed.

If {σ}s is such a subset and we have interaction I({σ}) = Is({σ}s) we
call such an interaction local or short range. We have

H({σ}) =
∑

subsets{σ}s

Is({σ}s).

Imposing these conditions does not guarantee boundary condition inde-
pendence in the limit. Indeed much of the interest in statistical mechanics
resides in the ‘critical points’ of β where this may break down - the short
range interactions co-operating to induce long range ones (see section 1.4).
We want to keep boundary condition dependence out of the effect of the
interactions themselves, so that these co-operative events are easy to spot
when they occur. Necessary conditions for this property are difficult to
determine. It is in a spirit of pragmatism, then, that we choose to accept
the suggested conditions on H as an initial organisational criterion for our
mathematical search.

In any case, the way in which these subsets are determined is generally
most easily described in terms of a lattice.

The resiliency requirement suggests that the interactions translate into
one another in some way, i.e. that they look the same in different parts of
the system. Under these conditions the interaction I fulfils the role of the
intensive version of the Hamiltonian. The lattice will also be a convenient
way of describing the relative location of particles.

Part of the usual definition of a lattice model, then, is the definition of
an appropriate lattice.

For this purpose a lattice is some set of points bounding lines bounding
faces bounding bodies (and so on), which we usually think of as being em-
bedded in some d dimensional space. Consider the convex hull of any set of
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points on the lattice, and suppose that this has dimension c ≤ d. If no point
on the lattice is an interior point of any segment in the convex hull, then
this hull is a c-dimensional (lattice) simplex. We will refer to the points,
lines, faces and so on generically as simplices, although in practice we tend
to use degenerate cases like hypercubes. Typically statistical mechanical
models involve interactions associated with n ≤ d dimensional simplices,
in that the interactions are dependent on degrees of freedom (variables)
associated with the n − 1 dimensional simplices on their boundaries (see
chapter 10).

All, or almost all, of the simplices of a given dimension which carry an
interaction should be of the same form. In the case of the Potts model, for
example, the variables sit on sites and the interactions on bonds, regardless
of the dimension of the embedding space.

Making only the stipulation that we can divine the interactions in such
cases, it is not necessary to say anything about the embedding space. We
could sufficiently describe the lattice by an incidence matrix - an array
indicating which points are adjacent (see chapter 2). This is really too
loose a description for our purposes, however. We often wish to regard
the lattice model as a discretisation of a continuum model, or at least a
model resolved on a much finer length scale, in a systematic way. This,
together with our previous considerations, means that we must be able
to think of any lattice as part of a sequence of lattices which approach
a dense covering of the embedding space. Of course in most contexts in
solid state physics our lattice sits on the plain, or in euclidean 3 space.
But for some applications we need to be able to consider more interesting
topologies, where a denser covering cannot be achieved by simply changing
the length scale. One resolution of this problem, at least in 2 dimensions,
is to consider only lattices which are constructed starting from a closed
surface, as described below.

Two dimensions

Consider a set of curves on a closed surface (other than the sphere S2)
constructed as follows (see figure 1.1 for an illustrated example). Chop
the surface into 3-punctured spheres (which are often called ‘pants’, as in
trousers!) and empty discs (1-punctured spheres). For each pants draw 2
generating elements of the fundamental group. Draw as many non-touching
circles as you like around each puncture. These must not touch the gener-
ators. Draw as many non-touching lines as you like (almost) between each
pair of punctures. You must choose the total number of lines at a puncture
to match its partner in the original surface. For example, in figure 1.1 the
two rightmost punctures, which, in the way we have chopped, are partners
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Figure 1.1: The top two pictures indicate one of two possible ways of chop-
ping a double doughnut into two 3-punctured spheres. The bottom picture
then illustrates the marking of 2 generating elements of the fundamental
group on the left hand sphere, and drawing some possible lattice lines on
the other.
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in the original surface, must therefore have the same number of incident
lines. Sewing up the original surface by identifying lines across boundaries
allows some ambiguity (see later).

All crossings in this construction have coordination number 4 and all
faces are quadrilateral, except for 2 hexagons per pants (there is a dual
construction giving all quadrilateral faces). Arcs of curves between crossings
will be called edges.

The mesh of circles and lines we have constructed constitute a lattice.
Note the properties of this lattice under the replacement of single lines
by multiple parallel lines. The local lattice structure remains unchanged,
as does the number of ‘anomalous’ hexagons. Iterating the replacement
generates a sequence of lattices. The local lattice structure remains that of
a square lattice throughout.

Once we have established our sequence of lattices in this way, we can
take each one individually and make it into a locally regular triangular, or
hexagonal, or medial lattice in a systematic way. In each case the number
of anomalies remains fixed throughout the sequence, depending only on the
original topology.

For triangular lattices we must add a single diagonal edge to each square,
in such a way that the diagonals themselves are all (locally) parallel. For
hexagonal lattices we take the dual of the triangular lattice (i.e. replace
n = 0, 1, 2 dimensional simplices with d−n = 2, 1, 0 dimensional simplices).
For medial lattices we take the square lattice and inscribe squares at 45o

inside each square, so that the new vertices touch the center of each edge.
In this case we then discard the original lattice.

To recapitulate: A model is, in principle, associated with a physical
space and hence a sequence of lattices. Each of these may individually be
defined by incidence relations. We have only explained how to derive the
sequences in the case of Euclidean spaces and Riemann surfaces. These will
be sufficient to cover all the models explicitly discussed in this book.

Armed with a suitable lattice, it then only remains for us to specify
the nature of the local interactions I as functions of, say, the variables
associated with the boundaries of some class of lattice simplex, in order to
arrive at a Hamiltonian. Conversely, changing the lattice whilst holding
the nature of the interactions fixed produces an automatic implicit change
in the Hamiltonian. By convention we do not regard it as being explicitly
changed in this case. In practice, then, a Hamiltonian is specified as a sum
of interactions of a fixed form over the appropriate lattice simplices. The
sequence of Hamiltonians to which statistical mechanical bulk properties
may be attached arises implicitly from the sequence of lattices.
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1.2.3 Other statistical mechanical functions

The free energy f(β) is defined by

f(β) = (1/N) ln(Z)

where N is conventionally called the ‘size’ of the system, since it may typ-
ically be expressed as the number of lattice sites. In fact f(β) is usually
understood to refer specifically to the limit case in which the number of
particles is taken to infinity in this expression (by taking the lattice size to
infinity while holding the nature of the interactions fixed). This is called
the thermodynamic limit. The well definedness of such a limit is the math-
ematical version of our idea of resilience.

The internal energy per site U(β) is defined by

U(β) = −∂f(β)
∂β

=

〈−H
N

〉

.

It is also useful to introduce the expectational probability for a given
configurational feature of a system (eg. for a single variable to take a given
fixed value), which is defined to be

p(feature) =
1

Z

∑

{σi| feature}
exp(βH)

where the sum is restricted to configurations which manifest the given fea-
ture. We will give examples in and following equation 1.5.

As we have suggested, many of the models which are presently inter-
esting from a mathematical point of view do not correspond particularly
closely, in their Hamiltonians, to anything found in nature at the molecular
(or smaller) levels. The precise results of statistical mechanical calcula-
tions for observables are thus, by and large, unrelated to specific physical
problems. The great exception to this rule is the calculation of properties
close to phase transitions. Here the sensitivity to the precise details of the
Hamiltonian tends to be washed away, and our results may well become
physically relevant again. This phenomenon is known as universality. We
will give a partial explanation of this effect in section 1.7.

In so far as the Hamiltonians involved are appropriate, statistical me-
chanics provides models of the various wars of order versus disorder in the
physical world, together with other conflicts of energy and entropy, and
their occasional cataclysmic boundaries of sway, the phase transitions. In
order to give an explanation of the way in which it does so, it is neces-
sary to introduce some specific examples. This we will do in the coming
sections, where we will discuss some of the most highly idealised and yet
richly structured models known to science!



22 CHAPTER 1. INTRODUCTION

1.3 Potts models

The model we are about to describe was first studied by Potts (1952),
following a proposal made by Domb (for a thesis topic). It is a generalisation
of a simple model of ferromagnetism introduced by Ising in 1925.

Consider a lattice which, for the sake of definiteness, we will take to
be locally square. Associate with each lattice site i a variable or spin si
(if the variables in a lattice model are associated with sites we call them
spins, and the model a spin model). This variable is to be thought of as
somehow representing the local microscopic state of some physical system.
In an idealised form, and discarding for the moment the possibility of a
continuum of allowed states, we might as well just make it an integer. We
will let it take Q possible values: 1, 2, ..., Q (Q = 2 was the Ising case).

Typically we might think of this number si as representing the orienta-
tion of some kind of magnetic dipole sitting on the crystal lattice. In this
case a crude but effective model of a ferromagnet will arise if we introduce
a Hamiltonian which favours, in the sense of large Boltzmann weights, the
situation in which nearby variables are similarly oriented. A dipole align-
ment is something which is realised in external physical space, so we do not
need to worry here about the variable being misinterpreted at another site
due to a possibly distinct internal identification of states with numbers (c.f.
chapters 2 and 10). Physically, we know that dipole interactions tend to
have short range, so we will, in the first instance, restrict our Hamiltonian
to favour nearest neighbour alignment. The Potts model partition function
is thus taken to be

Z =
∑

{s}
exp(β

∑

〈ij〉
δsi,sj ) =

∑

{s}

∏

〈ij〉
exp(βδsi,sj ) (1.3)

where the product in the latter version is over nearest neighbour pairs of
sites 〈ij〉 (not to be confused with an expectation value < O >), and the
exponential is the Boltzmann weight for a single interaction.

For each possible value of si let us define a distinct unit vector d(si)
giving the dipole alignment corresponding to the number si, and obeying
the constraint that

Q
∑

i=1

kid(i) = 0 (1.4)

if and only if ki = k is a constant. Then the expectation value < d(si) >
is called the spontaneous magnetisation (non-scalar expectation values are
computed component by component).

Now let us take this model apart and see how it might work.



1.4. PHASE TRANSITIONS 23

1.4 Phase transitions

At very high temperatures (β small) the exponential weights in equation 1.3
are all close to 1 and the statistical mechanical partition function overall
gives roughly equal weight to each configuration. We say that high temper-
ature states (with no correlations or co-operative effects) dominate. What
this means is that configurations with relatively little order among the spins
may be regarded as representative, since large numbers of configurations
characterised in this way are present compared to the number of highly
ordered configurations. The number of configurations of an essentially sim-
ilar nature is the entropy of such configurations. The notion of similarity of
configurations in this context depends in general, therefore, on the proper-
ties of a configuration to which the partition function is sensitive. In this
case it is clearly just the degree of order, or alignment amongst the spins.

A useful way to visualise this in two dimensions is to draw lines around
each region of aligned spins. A highly ordered state has a low density
of line elements (their precise distribution is immaterial here). The high
entropy situation is a high density of line elements, since there are many
arrangements with this property.

This small β picture corresponds to a physical system dominated by
thermal fluctuations, exploring large regions of phase space almost without
prejudice to the energetic cost.

At very low temperatures (large β) the weights depend strongly on the
energy of the configurations. The largest weights occur when all the spins
are aligned. If the energy dependence is strong enough then the dominant
contributions to the partition function will come from these ordered states,
despite their low entropy.

This large β picture corresponds to a physical system spending most
of its time ‘frozen’ in an ordered ground state. Since the individual spins
all spend most of their time pointing in the same direction anyway, this
again is a situation with little long distance correlation of spins. The ap-
parent correlation which does exist is merely a side effect of the spontaneous
magnetisation < d(si) >. It is therefore useful to introduce the notion of
subtracted correlation functions

< d(si)d(sj) >s=< d(si).d(sj) > − < d(si) > . < d(sj) > .

The subtracted correlation function will then drop off rapidly with the
distance between i and j for both high and low temperatures. We will be
able to be more specific about this after we have introduced the transfer
matrix idea in the next chapter. Only in the crossover region is there any
possibility of significant correlations at large distances.
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1.4.1 Order parameters

It is clear from equation 1.3 that the spontaneous magnetisation is zero
at high temperatures. The partition function as it stands is also clearly
symmetrical under re-identification of labels with alignments. That is,
for P(si) an arbitrary permutation of 1, 2, .., Q then Z is invariant under
d(si) → d(P(si)). It follows that the spontaneous magnetisation is always
formally zero unless there are some symmetry breaking boundary condi-
tions. On the other hand we need to be careful about our notion of equilib-
rium at low temperatures, since it is not very constructive to deny that a
finite ferromagnet below its Curie point can be in equilibrium. Of course a
physical system will break the symmetry since its state is essentially unique
moment by moment. Allowing for some infinitessimal symmetry breaking
in the model, then, it is plausible that the spontaneous magnetisation may
become non-zero at low temperatures.

Taking a ferromagnet as an example we want to be able to model a
physical situation in which, at high temperatures, although it is marginally
energetically favourable for adjacent spins to be aligned, thermal fluctua-
tions involving misaligned pairs are not uncommon. Over medium distances
there is little net magnetisation, and none over large distances. As the tem-
perature is reduced the range over which spins are aligned increases. It may
occur at some point that this range extends to the full size of the system. In
this case the local interactions have co-operated to give rise to long range
order. This is a co-operative phenomenon. The spontaneous magnetisa-
tion is an example of an order parameter, a quantity which signals a phase
transition by becoming non-zero.

The Peierls argument

Let us make this idea more specific. The following argument for the ex-
istence of a finite spontaneous magnetisation in certain models is due to
Peierls.

Define Z+ as the partition function for a 2 dimensional square lattice
Q = 2 state (Ising) system with all the spins round the boundary set to
si = 1. Here, for a finite system, the spontaneous magnetisation would be
non-zero. On the other hand, since with no symmetry breaking the spon-
taneous magnetisation would be zero, we might expect that in this (broken
symmetry on the boundary) case it would tend to zero as the boundaries
were taken to infinity, i.e. that we could make the spontaneous magnetisa-
tion arbitrarily small by making the system arbitrarily large. This is true
at high temperatures. However, we will show that there is a finite tem-
perature below which the spontaneous magnetisation remains larger than
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some finite positive number however large the system (and hence however
far removed the boundary).

The expectational probability that a single spin well away from the
boundaries is in state s0 = 2 is

p(s0 = 2) =
1

Z+

∑

{si| s0=2}
exp(βH) (1.5)

where the sum is over all configurations in which s0 = 2. Following equa-
tion 1.4 we put

d(si) = 3− 2si

whereupon
< d(si) >= 1− 2 p(s0 = 2).

The boundary condition ensures that all our lines round regions of aligned
spins are closed in each configuration in which s0 = 2. The probability of
existence of a specific closed line of length n, L(n), enclosing s0 = 2 and no
other lines which enclose s0, is

p(L(n)) =
1

Z+

∑

{si| L(n)}
exp(β

∑

〈ij〉6∈L(n)
sisj).

Here the configuration sum is over configurations manifesting the specified
line.

Given a configuration in which the line L(n) is present we can associate
to it another configuration in which no line element from L(n) is present,
by flipping the signs of all the spins within L(n) in the original configura-
tion. The Hamiltonian for the new configuration exceeds that for the old
configuration by exactly n. This holds for every configuration in the sum
above, so

p(L(n)) =
1

Z+
exp(−nβ)

∑

{si| L′(n)}
exp(β

∑

〈ij〉
sisj).

where the configuration sum is over configurations obtained as above. If
we replace this sum by a sum over all configurations, the right hand side
strictly increases, so

p(L(n)) < exp(−nβ).
Now consider the sum over all possible lines L(n). We have

p(s0 = 2) =
∑

poss. L(n)

p(L(n))
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and hence

p(s0 = 2) <
∑

poss. L(n)

exp(−nβ) =
∑

n

N(n) exp(−nβ)

where N(n) is just the number of shapes of L(n) for a given n.
Since L(n) is of length n and surrounds s0, it cannot rove further away

from s0 than a distance n/2 in a direction parallel to lattice bonds, or
n/2
√
2 in a direction at 45o. This range is neatly covered by a square at

45o to the lattice bonds, of diagonal length n. The total number of random
walks of length n starting in this square is n24n/2, but our line does not
have a marked starting point, so N(n) < n4n/2. Altogether we have

1/2 ≥ p(s0 = 2) <
∑∞

n=4 n4
n exp(−nβ)/2

< (1/2)
∑∞
n=1 n(4 exp(−β))n

= (1/2)
(

4 exp(−β)
(1−4 exp(−β))2

)

.

where the left hand inequality arises on symmetry grounds.
Thus, for β sufficiently large, the probability of s0 = 2 is not 1/2, im-

plying that the spontaneous magnetisation is not zero, however big the
lattice. Indeed, however big the lattice the probability can be made ar-
bitrarily small (and hence the spontaneous magnetisation arbitrarily close
to 1) simply by making β large. We can thus take the symmetry break-
ing boundary conditions off to infinity without affecting the result. This
completes the argument.

1.4.2 Critical exponents

In the thermodynamic limit then, whilst the magnetisation in an extended
region of high temperatures may be strictly zero, in the low temperature
region the magnetisation will be finite. This situation can only be modelled
by a non-analyticity in the statistical mechanical spontaneous magnetisa-
tion. Later we will show precisely how statistical mechanics models this
phenomenon.

We call the point of crossover a phase transition. The way in which the
spontaneous magnetisation tends to zero as a function of (T −Tc) in many
systems is in the form

M ∼ (T − Tc)β̃ + more rapidly vanishing terms
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where the positive constant β̃ here is called the magnetisation critical ex-
ponent (not to be confused with the coupling parameter β).

A phase transition will also manifest itself in the divergence of some
β-derivative of the free energy (we will see this explicitly in chapters 3
and 11). The order of the transition is the minimum number of differentia-
tions required before a divergence appears. Thus a second order transition,
for example, has its first divergence at the level of the specific heat S(β)
defined by

S(β) =
∂U(β)

∂β
.

This enables us to define another independent critical exponent α by

S ∼ (β − βc)−α. (1.6)

In fact all of the above phenomena are successfully modelled in statisti-
cal mechanics! A more explicit version of this discussion will be provided
in chapters 2 and 11, when we have developed the appropriate technical
hardware and language.

1.5 Dichromatic polynomials

Instead of describing the configurations of the Potts partition function in
terms of lines bounding areas (or more generally surfaces bounding regions)
of aligned spins, we could equivalently have described bond-connected clus-
ters of aligned spins. In two dimensions there is no combinatorial disitinc-
tion between the two pictures but, as we will repeatedly see, they serve to
illuminate different areas of our discussion.

Defining v = eβ − 1 we can rewrite equation 1.3 as

Z =
∑

{s}

∏

〈ij〉
(1 + vδsi,sj ) (1.7)

and expand the product as a sum of terms corresponding to the possible
choices of summand from each factor. We can think of the terms in the
sum as being represented by the elements of the power set of the set of
bonds. That is, possible Z2 coverings of the bonds of the lattice, which
are all possible ways of assigning either 0 or 1 to each bond. Each bond
corresponds to a factor in the product, and the covering 0 or 1 at each bond
to taking the summand 1 or (eβ − 1)δsi,sj for that factor respectively.

For a covering with l bonds ‘filled’ (i.e. set to 1) we have a factor
vl together with a product of delta functions which forces to zero every
configuration summand in which all the spins connected by filled bonds
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are not aligned. The total number of configurations which contribute, in a
situation in which the filled bonds form c connected clusters, is Qc. Thus

Z =
∑

bond coverings

Qcvl.

This formulation of the partition function is called a dichromatic polynomial
(Baxter 1982), since Q may now be formally regarded as a continuous
variable.

Note that if we fix some of the boundary spins to some given set of
values, then the number of connected clusters must not count the clusters
connected to the fixed spins. We will study the uses of this representation
of the Potts partition function in some detail later on.

For the Q = 2 state (Ising) model we can reformulate the partition
function in yet another way. The argument of the product in equation 1.7
may be trivially rewritten as

(1 + (eβ − 1)δsi,sj ) =

(
(eβ + 1)

2
+

(eβ − 1)

2
(2δsi,sj − 1)

)

and the bond coverings of the lattice may be re-interpretted as correspond-
ing to the possible choices of new summand in the expansion of the resultant
product. In this case the sum over configurations kills off any bond cover-
ings in which odd numbers of filled bonds touch a site, and gives a factor
of 2 per site otherwise. Once again writing N for the number of sites and l
for the number of filled bonds; and with M the total number of bonds on
the lattice (i.e. M ∼ dN in d dimensions), we are left with

Z =

(
eβ + 1

2

)M

2N
∑

even coverings

(tanh(β/2))l. (1.8)

Here the sum is over bond coverings for which there are no sites touched
by an odd number of filled bonds.

Statistical mechanical duality

For the Q = 2 model, the set of even coverings in equation 1.8 is, up to
boundary effects, the same combinatorial object as the set of possible dis-
tributions of lines bounding areas of aligned spins. To see this consider the
closedness of these boundary lines. There is a bijection between even cov-
erings and line distributions which takes shapes onto identical, but shifted,
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shapes. We can write the partition function explicitly in terms of the lines
as

Z = 2 exp(Mβ)
∑

lines L

exp(−n(L)β)

where n(L) is the length of the line L. The correspondence takes n(L) = l
where l is the number of filled bonds.

Note that, up to boundary effects, the partition function is thus invari-
ant under the transformations

eβ − 1

eβ + 1
↔ e−β.

This invariance property of the model is called self-duality. It is straightfor-
ward to generalise to anisotropic couplings. It is also possible to generalise
to all Potts models, and to many other models. We will return to this
point when we have enough algebraic hardware to make a straightforward
presentation of the general transformation (in chapter 2).

1.6 High and low temperature series

It follows from the foregoing discussion that we can obtain low temperature
perturbation expansions for Potts model partition functions and expecta-
tion values (and hence estimate critical exponents) by directly enumerating
the spin configurations with energies within some region of the maximum
energy. The scope for indirect enumerations is vast.

As we will see later, most of the series data obtainable for the critical
exponents of two dimensional models can be compared indirectly with exact
or conjectured exact results. After making the observation that they are not
inconsistent, it is impossible to resist dropping the series results in favour of
the exact ones. In higher dimensions, convincing series results would have
a much more central role to play, but the calculations are much harder.

A tremendous amount of ingenuity (and computer power) has been used
in the development of series expansions to the present high orders (see e.g.
Guttman and Enting 1988). Unfortunately this approach is beset by a
very powerful version of the law of diminishing returns. It is becoming
an increasingly difficult area in which to do research. On the other hand,
the existing series expansions and their concommitant critical point and
exponent estimates still constitute one of the principle sources of immutable
data against which more exotic techniques must be proven.
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Results

It is not necessary to give an exhaustive list of results to illustrate the pros
and cons of this approach. Ignoring two dimensions, as suggested above,
and restricting to simple cubic lattices we have the following low tempera-
ture expansion for the N site Q-state Potts model partition function:

Z = Qe3Nβ (1 + (Q− 1)Ne−6β + (Q− 1)3Ne−10β

+ (Q− 1)(Q− 2)3Ne−11β

+ (Q− 1)N((Q− 2) + (Q− 1)/2)(N − 7)e−12β + ...).

The series can be extended by a few terms by direct enumeration, then
more sophisticated techniques are required. It is perhaps less confusing to
present it as a series for the free energy. Below we give the first few terms
for the free energy in the case Q = 3, using the notation x = e−β :

f = 3β+2x6 +6x10 +6x11− 14x12 +30x14 +60x15− 108x16− 144x17 + ...

In the case Q = 3 this and related series have been extended to about 40
terms by Guttman and Enting! For higherQ the known series are somewhat
shorter.

Such series contain a lot of information. However, we can already see
from the few terms above that they are by no means immediately revealing
away from small values of the expansion parameter (a friendlier way of
presenting data of this type is given in chapter 11). This means that we
have to work very hard to unearth critical properties, for example. The
series are also strongly dependent on the fine details of the model involved,
and frequently give ambiguous indications as to the order of the phase
transition. So let us now go in search of a more robust, physically motivated,
and pedagogically illuminating approach to the critical region.

1.7 Block spin renormalisation

The starting point for all our machinations was a physical system together
with a length scale. The length scale was one on which we supposed that
we had a good physical understanding of the degrees of freedom of the
system, and their energetics. It does not really matter if these degrees of
freedom are fundamental, or even if they exhaustively describe the states
of the system at the length scale in question, so long as their use results in
a description adequate to model the properties in which we are interested.

Let us suppose that we have no preconceived notions about the energet-
ics of a system, but a good idea about the kind of length scale a, and the N
degrees of freedom relevant at that scale, with which we want to describe it.
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We could, in principle, formulate a general composite Hamiltonian depend-
ing on every conceivable type of interaction. This would include a trivial
‘interaction’, independent of any spins. Each interaction has an associated
unknown coupling constant. Most of them, the very long range ones, would
hopefully have very small or zero couplings in any practical situation. The
Hamiltonian would take the form

H(β) = c+ β
∑

〈ij〉
sisj + β′

∑

ij′

sisj′ + β′′
∑

ijk

sisjsk + ...

where β represents all the couplings collectively, j′ is a site which is a
next-nearest neighbour to i, and so on.

Now we can always re-express the N original degrees of freedom, the
spins, as a group of N/Ld ‘block’ spins and a group of ‘internal’ spins with
a constraint. That is, we can think of grouping the spins into localised
blocks of Ld spins, and then arranging the set of configurations of such a
block into subsets each of which has, for example, a prevailing (e.g. modal)
spin configuration among the Ld spins. We can then label a configuration
by the prevailing spin configuration - now called the block spin variable bi
- and the associated internal spins sj(i) (which will take values consistent
with the prevailing spin being as required). Then define a blocked spin
Hamiltonian H({bi}) by

exp(H({bi})) =
∑

{sj |b}
exp(H) (1.9)

where the sum is over allowed values of the internal spins for a given con-
figuration of the block spins. The idea of this is that it plays the role of H
in a partition function in which the sum over configurations involves only
blocked spins, but which is identical to the original Z, i.e.

Zblocked =
∑

{bi}
eH({bi}) =

∑

{bi}

∑

{sj |b}
eH =

∑

{s}
eH = Z.

The block spins approximately represent the same system, configura-
tion by configuration, by a cruder picture with fundamental length scale
La. The legitimacy of what follows depends on the extent to which this
representation distorts, while simplifying, the original information. This
in turn depends on the extent to which a block spin represents its block,
i.e. the way the block spin is abstracted from the original spin configu-
rations in its block. We have not given a definite procedure, and there
may not necessarily be a prevailing spin configuration within the block.
A random association of block spin configurations with subsets of original
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spin configurations, for example, would certainly give rise to a meaningless
representation of the original system.

For credible results in specific cases some discretion is clearly required
here. For the moment we are not in a position to apply, let alone sys-
tematise, any discretion. It is sufficient to know that sensible blockings
can be found (an example follows shortly). The blocked spins need not be
of the same form as the original spins, and indeed forcing them to be so
may increase the distortion. However, if they can reasonably be made so,
then a powerful simplification occurs. It is this circumstance, which for the
moment we must regard as fortuitous, which we will consider now.

Since the original Hamiltonian includes all possible interactions of this
type of variable, then the resultant Hamiltonian for the block spins will nec-
essarily be of the same form. It will just involve new, renormalised, values
of the coupling constants. These will refer to the same kind of interactions
as before, only on a different length scale. Their values will depend on the
values of the original couplings via the equations 1.9. This raises the pos-
sibility of iterating the resultant coupling renormalisation transformation.

An example

Before exploring the general consequences of such a procedure let us illus-
trate the basic idea of the coupling transformation. There is a particu-
larly neat example, due to Niemeyer and vanLeeuwen 1973, with a suitably
convincing blocking algorithm. The calculational technique itself has not
proved to be very versatile, but it is a beautiful pedagogical tool.

Consider a triangular lattice such as the one shown in figure 1.2. We
are going to combine spins into blocks of 3 (as indicated), i.e. L =

√
3.

We will take Q = 2 state (Ising) spins. In this case there is a simple and
relatively natural candidate for the blocking procedure. The 2 state block
spins bi are given by a majority rule from their three contributions. The
internal spins sj(i) associated to block spin bi can then take just 4 different
values for each value of the block spin.

To be completely specific, consider the case in which the lattice consists
just of the spins shown in figure 1.3. Here the only possible interactions on
the (2 site) block lattice L are the trivial one cL and the nearest neighbour
one βL. Including only these types of interactions at the original level then,
we have, by direct computation,

exp(H(b1 = b2 = 1)) = exp(βL + cL)

= (e8β + 3e6β + 2e5β + 3e4β + 6e3β + e2β)ec
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Figure 1.2: A triangular lattice. Block spin triangles are indicated by a
circle.
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Figure 1.3: A small triangular lattice. Block spin triangles are indicated
by a circle.
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Figure 1.4: Block spins are built out of the spins on ringed triangles.

exp(H(b1 6= b2 = 2)) = exp(cL)

= (2e6β + 2e5β + 4e4β + 6e3β + 2e2β)ec

and an identical pair of equations (by symmetry). Hence we can eliminate
c and determine βL as a function of β.

In general, for a finite initial system, if we get n independent equations
we need n coupling parameters at the blocked level. In effect we need a
coupling parameter for every possible interaction on the block system. For
form invariance of the Hamiltonian we should therefore include just these
couplings in the original system.

Consider the two lattices shown in figure 1.4. In either case we may
write the various possibilities in the form

exp(H(b1 = b2 = b3)) = exp(β12
L + β23

L + β′
L + cL)

exp(H(b1 6= b2 = b3)) = exp(β
(23)
L + cL)

exp(H(b1 = b2 6= b3)) = exp(β
(12)
L + cL)

exp(H(b2 6= b1 = b3)) = exp(β′
L + cL)

where β′ is the next-to-next nearest (resp. next nearest) neighbour coupling
in the first (resp. second) case. In the second case the two nearest neighbour

interaction coupling parameters (β
(12)
L and β

(23)
L ) are manifestly identified,

because the (reflection) symmetry of the original system survives in the
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block system. The third equation above thus becomes the same as the
second one. In the first case the calculation is slightly more complicated,
because the original system does not have an exact reflection symmetry. In

such cases β
(12)
L and β

(23)
L may have to be treated separately. Either way,

after some algebra we can determine the block spin couplings as functions
of the original couplings.

Note that in all case, and regardless of the blocking procedure, the pro-
gramme amounts to exactly re-expressing the partition function. However,
the information we will discard at the next stage of this scheme makes
results depend on the blocking procedure in practice.

The information we will discard is the renormalisation of the constant
term c → cL. Recall that for the moment we are mainly interested in
critical phenomena. Then we are interested in non-analytic behaviour of
the statistical mechanical functions at the critical point, and we assume that
the constant term does not contribute to this behaviour. Since in general
we throw away different bits of information in the constant term depending
on how we make the blocking, different blockings produce computationally
different results. The test is that the eventual critical properties should
not be sensitive to these changes. Note that we do not expect to obtain
quantitative results for systems far away from criticality by this method.

We will discuss how critical properties are to be extracted shortly. First,
for comparison let us consider an alternative procedure for obtaining cou-
pling transformations based on the same idea as above. The calculational
method outlined above will clearly become messy for large lattices (al-
though truncated approximations are possible). The following alternative
deals with an infinite lattice and attendant approximation from the outset.
We write the original triangular lattice Hamiltonian H as a sum of two
terms: the interactions between spins within blocks H0, and those between
spins in different blocks H1. We are still talking about the original spins at
this stage.

For any quantity A, say, depending on all the original spins let us define
a corresponding quantity < A >b depending only on the block spins by

< A >b=

∑

{sj |b} e
H0A

∑

{sj |b} e
H0

.

Then trivially

exp(H({bi}) =




∑

{sj |b}
exp(H0)



 < exp(H1) >b
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where, in the general N site triangular lattice case, for example



∑

{sj |b}
exp(H0)



 = (e3β + 3eβ)N/3,

since the H0 interactions couple only within blocks. We may thus develop
an expansion for H({bi}). In the triangular lattice case we have

H({bi}) = (N/3) ln(e3β + 3eβ)+ < H1 >b

+ (1/2)(< H2
1 >b − < H1 >

2
b) + higher orders.

In this case H1 is obtained from

H = H0 + β
∑

ij

′
δsi,sj

where the sum is over those nearest neighbour interactions which are be-
tween blocks. Let us compute

< H1 >b= 2β
∑

(ij)

< δsi,sj >b

where the sum is now over pairs of adjacent blocks; si and sj are spins
in the corresponding adjacent blocks; and we have used the symmetries of
the original system. Writing bi and bj for the appropriate block spins we
obtain, by direct calculation,

< δsi,sj >b=
(4e2β + 2e4β) + (e3β + eβ)2δbi,bj

(e3β + 3eβ)2

so that
< H1 >b= βL

∑

(ij)

δbi,bj + ... .

The supressed terms do not depend on the block spins, and thus contribute
only to the renormalisation of the constant term. The higher order terms
in the expansion of H({bi}) give rise to interactions between next-nearest
neighbour blocks and so on.

The finite lattice method previously espoused corresponds roughly, but
not exactly, to truncating the expansion for an infinite lattice at a given
order. Higher orders here correspond to larger lattices, and indeed gener-
ate more possible couplings at the renormalised level. Once again, then,
correspondingly more couplings are required, to maintain form invariance,
at the original level.
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1.7.1 Fixed points

In general, the output of any such procedure is thus a coupled set of coupling
constant recursion relations (depending crucially on the block size L and,
hopefully less significantly, on the details of the blocking procedure). This
recursion may be written

β → βL(β)

so that
ZN (β) = ZN/Ld(βL).

The free energy per site of the original system and the new system are
hence related by

f(β) = L−df(βL).

We can think of the free energy as being composed of two different parts:

f =
1

N
ln(
∑

ec) +
1

N
ln(Z|c=0) = f0 + fi.

The ‘constant’ part, f0, comes from the spin independent term c→ cL. As
we have said, it is reasonable to suppose that this is not responsible for
critical properties of the system, singularities of the specific heat and so on.
We attribute these critical properties to the other part, the ‘interacting’
part fi. Henceforward we will restrict our attention to fi.

Consider a thermodynamic limit system with 2 couplings, β and β′ say.
Suppose that on the β′ = 0 line we have a critical point β = β∗ at which the
correlation range diverges. If we turn on β′ infinitessimally we will disturb
the critical point a little, gradually exploring a critical line in the (β, β′)
plane.

If the spin-spin correlation length of the system is X , say, then after
a block spin transformation it should be X ′ = X/L. At the critical point
X =∞, so X ′ =∞. In other words the blocking takes a critical system to
a critical system. On the other hand any finite X will be reduced, i.e. the
blocking will move the system further away from criticality.

More generally, suppose there is a fixed point β∗ in multi-coupling pa-
rameter space, and that we can linearise the block transformations about
the fixed point. Regarding the coupling set β as a vector in parameter
space we can introduce a matrix A such that

βL − β∗ ∼ A(β − β∗)
where the matrix elements of A are given by

Aij =
∂β

(i)
L

∂β(j)

∣
∣
∣
∣
∣
β=β∗
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with eigenvectors and eigenvalues given by

Avk = lkvk

say. Let us resolve the displacement of the coupling constants from the
fixed point into components in the eigenvector directions

(β − β∗) =
∑

k

pkvk.

Then after many iterations of the transformation the various non-zero com-
ponents blow up or die away depending on whether lk is bigger than or less
than 1 (respectively ‘relevant’ or irrelevant). If a system is displaced away
from a fixed point along a critical line, or more generally a critical surface,
then all the components with lk > 1 continue to vanish, and the remainder
tend to zero as the transformation is iterated. If the system is displaced off
a critical line then some component with lk > 1 becomes nonvanishing, and
as the transformation is iterated the discrepancy from criticality will grow.
Physically we identify one such component with lk > 1 as a temperature
like variable. In general (where not excluded by symmetry) we associate
another one with the magnetic field. Diverse investigations indicate that
this typically exhausts the set of relevant components (Ravndal 1976).

We will see shortly that the set of eigenvalues obeying lk > 1 are related
to critical exponents. Any model on the critical line is transformed into one
closer to the fixed point by the blocking transformation, and eventually
reaches it after an infinite number of iterations. All the models on the
critical line are thus expected to have the same exponents as the fixed
point. This is the idea of universality of critical exponents. In order to
establish the exponents of a model it is only necesary to show that it is
on the same critical line as a model with known exponents. Since our
initial Hamiltonian involved both very simple and not so simple interactions
it is regarded as reasonable to assume that if a mathematically tractable
model and a realistic but intractable model are compatible on symmetry
and dimensional grounds, then they will have the same exponents.

Note in particular that if we do not break a symmetry such as spin
reversal symmetry with our original Hamiltonian, as we could by putting
in a coupling of single spins to an external ‘magnetic’ field, for example,
then it will not be broken after a blocking.

In our Q = 2 state triangular lattice example we started with only one
non-trivial coupling parameter. The finite lattice method (from figure 1.3)
gives, by direct calculation (with x = exp(β))

x→ xL =
x5 − x4 + 4x3 − 2x2 + 5x+ 1

2(x3 + 2x+ 1)
.
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The fixed points of this transformation are given by

(x − 1)(x4 − 2x3 + 2x2 − 4x− 1) = 0

so in the physical regime (i.e. the region of ferromagnetic coupling where
our choice of blocking makes sense) we have the trivial fixed point β = 0,
and a unique non-trivial fixed point x = 2.07631... (or β = .73...). The
non-trivial fixed point should be compared with the exact result, β = .55..,
due to Onsager (1944). The exponent from our calculation is l = 1.54...
(cf. the exact result, which is 1.73..., as we will see in chapters 3 and 4).

In iterating the transformation obtained from the finite lattice we are
assuming that the finite lattice transformation somehow approximates the
infinite lattice transformation. We have no real control over this approx-
imation, and at present we make no claims for it. The calculation does,
however, serve to illustrate the idea of block spin transformations, and un-
der the circumstances the results shown above exhibit encouragingly good
agreement.

The expansion method gives, at first order, β = .68... and l = 1.62...,
and at second order (three coupling parameters) the unique ‘relevant’ expo-
nent 1 < lk = 1.77.... As we might expect, the errors are reduced, although
once again we have no real control over the approximation.

On critical exponents

In general, ignoring the trivial coupling we can represent the position of a
system in coupling parameter space by the components pk. Then in the
critical region

fi(p1, p2, ..) = L−dfi(l1p1, l2p2, ..)

Let us look at the ‘temperature’ parameter p1 (uniquely identified by sym-
metry and the requirement that l1 > 1). We have

fi(l1p1, ..) = Ldfi(p1, ..)

so

fi(p1, ..) = |p1|−
d ln(L)

ln(l1) fi(1, ..)

and the specific heat critical exponent from equation 1.6 is

α = 2− d ln(L)/ ln(l1).

Note that the sustained absence of magnetic field contributions in our
examples, because of the sustained Z2 symmetry, illustrates the point that
the range of universality will be governed in general by the symmetries of
the system.
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The examples which we have considered here are too small to be of
practical use. However, they have facilitated the development of a language
which serves for tackling problems in the statistical mechanical modelling
of phase transitions in general. We are now ready to tool up for some more
realistic calculations.

æ



Chapter 2

Transfer matrices

In this chapter we will begin to address the technical problem of comput-
ing partition functions and other statistical mechanical functions. We will
introduce the general notion of a partition vector, and hence the notion of
a transfer matrix, which is a certain arrangement of a partition vector.

The basic idea here is that we can compute the partition function for a
large system by composing partition functions for subsystems whose overlap
is at most a common boundary. If the subsystems are disjoint then the
composition is simply a product of partition functions (and a direct product
of boundary information). If the subsytems have a common boundary,
composition is achieved by integrating over all possible configurations of
the internalised boundary information.

If the subsystems are indistinguishable then it is possible to systematise
their iterated composition. We will show that this can lead to a reduction
in the effective dimension of the problem.

The general computational advantages of this transfer matrix approach
stem from the reduction in dimension, taking maximum advantage of ex-
ternal symmetries such as translation invariance, and also from couching
the problem in an algebraic framework, which allows us to fully exploit any
internal symmetries of the system. The transfer matrix approach will also
allow us to make mathematically precise more of the general notions of sta-
tistical mechanics introduced in the previous chapter. Indeed the principal
objective of this chapter is really to introduce a more precise statement of
the problems to be solved in statistical mechanics. Specifically we show the
importance of the spectrum of the transfer matrix. In the next chapter we
will address the computation of this spectrum.

41
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2.1 Partition vectors

As discussed in chapter 1, statistical mechanical models in general embrace
variations, among the available simplices, on the roles of carrier of interac-
tions and carrier of variables. For the sake of definiteness and simplicity
we begin here with a discussion couched in terms of the Potts model. This
serves well to illustrate the basic ideas of the partition vector and transfer
matrix, and can be straightforwardly generalised later on.

Consider, then, a system of spins sx, each taking values from some
set V, residing on the crossings (labelled x), and interactions Hi, coupling
between spins, residing on the edges (labelled i) of a lattice.

For the moment we will also assume that the lattice is either as defined
in section 1.2.2, i.e. on a surface, or is a sublattice thereof (again, a degree
of generalisation is straightforward). Recall in particular that all lattice
crossings are then intersections of circles and lines.

Draw a closed curve or curves {c} on the surface passing through cross-
ings but not edges of the lattice. Consider the spins inside and on {c} (you
may have to decide which submanifold is inside). Call these interior and
exterior spins respectively. We define |c| as the number of exterior spins of
{c}.

The partition vector Z[c] is a vector in the space of possible configura-
tions of the exterior spins. We will call this space [c] in general, so that for
a Q-state model

Z[c] ∈ [c] ∼ ⊗|c|VQ.

The components of Z[c] with respect to the configuration space basis each
correspond to a particular configuration of the exterior spins. Specifically,
each component is defined to be the partition function for the appropriately
bounded interior system. That is, Z[c]i is given by the sum over the interior
spin configurations of the Boltzmann weights for the interior interactions,
with the exterior spin configuration held fixed to configuration i.

For example, if the interior and boundary of {c} is the patch of lattice
shown in figure 2.1 then the vector has (dimV )10 entries, corresponding
to the possible configurations of the |c| = 10 boundary sites in the lattice.
Each vector entry is a partition function summed over the (dimV )20 config-
urations of the internal sites, with the external sites fixed to a given choice
from the (dimV )10 possibilities. Figure 2.2 shows a similar patch from a
different perspective. In this case the vector has (dimV )16 entries.

Now suppose we have two subsystems, bounded by {c} and {c′} respec-
tively, which touch only along an arc of {c}. This means that they have
|c∩ c′| exterior spins, but no interior spins, in common. Then we can com-
pose Z[c] and Z[c′] by a dot product over the [c∩c′] subspace, giving a new
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Figure 2.1: A patch of lattice, specifically a 2-punctured sphere containing
6 circles and 5 lines. Boundary (i.e. exterior) sites are marked with empty
circles, interior sites with full ones.

partition vector. The boundary for the new partition vector is given by the
disjoint union of {c} and {c′}.

Note that, in the case of more general interactions, it would be necessary
to regard the boundary as having a thickness, corresponding to the range
of interactions. That is, more than just the spins on {c} would have to be
regarded as exterior. In general, a spin in our bounded subsystem must
be treated as exterior if it would affect any interaction in the system as a
whole which is not determined by the spins in the subsytem. For example,
with interactions over three lattice spacings all the spins in figure 2.1 would
have to be taken as boundary information. The partition vector approach is
thus useless for dealing with infinite range interactions, and most powerful
when dealing with nearest neighbour interactions.

The transfer matrix

The partition vector is a vector because we arranged the partition informa-
tion as a vector in the space of all configurations of the exterior spins. We
could make it into a matrix by collecting the exterior spins into two sets
(called incoming and outgoing) and letting the two indices determine the
vector in each subspace (as we will do for the transfer matrix shortly). Obvi-
ously we could arrange the information as a tensor in various ways instead.
A square matrix arrangement is most useful in systems with translation
invariance, as we will see.
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Figure 2.2: A view down a ‘pants leg’ with a = 8 sites per circle.
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The three punctured sphere or pants and the empty patch are our basic
building blocks for surfaces (section 1.2.2). Let us label the three punctures
on the boundary of a pants by {c : i1, i2, i3}. A simple lattice on the pants
has only one circle per puncture; and a = (a1, a2, a3), say, as the number
of lines per puncture, so that |c| = a1 + a2 + a3. Note that if aij is the
number of lines between punctures i and j then

a = (a12 + a31, a23 + a12, a31 + a23).

Let us denote the configuration of spins at the boundary at puncture
{ij} by ij, i.e.

ij ∈ ⊗aiV.
It is fairly natural to arrange the partition vector for this pants in the
form Z[c : i1i2i3] = (P(a))i1i2i3 where the indices i1, i2, i3 give the exterior
configuration for each puncture. In this notation the special case a =
(a, a, 0), i.e. the partition vector for a 2-punctured sphere with only one
circle, is denoted Z[c : l,m, ∅] = (T(a))lm.

The general partition vector for a pants with punctures designated {c :
l1, l2, l3} may then be written

Z[c : l1, l2, l3] =
∑

i1i2i3

(P(a))i1i2i3(T(a1)
b1)i1l1(T(a2)

b2)i2l2(T(a3)
b3)i3l3 (2.1)

where b1, b2, b3 are the numbers of extra circles dressing each puncture.
The object T(a) is called the a-site cylindrical layer transfer matrix. It

now acts as a linear transformation on ⊗aV .

2.1.1 On internalising a common boundary

Matching punctures may be sewn together by matrix multiplication as we
see in equation 2.1. In general some intermediate matrix is needed to give
the required identification of spins (and hence lines) at the common bound-
ary. Even if we adopt the convention of organising single spin subspaces in
the order in which the spins appear round the boundary, as we will, there
are still rotational and reflectional ambiguities.

Let us define a translation matrix G2
(a) which cycles the site subspaces.

With ei ∈ V , a configuration of a single spin i, we have

G2
(a)(e1 ⊗ e2 ⊗ ...⊗ ea) = (ea ⊗ e1 ⊗ e2 ⊗ ...⊗ ea−1).

Meanwhile the reflection matrix M(a) is given by

M(a)(e1 ⊗ e2 ⊗ ...⊗ ea) = (ea ⊗ ea−1 ⊗ ea−2 ⊗ ...⊗ e1).
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Punctures are then joined by

..T(a)(M(a))
m(G(a))

2pT(a).. (m = 0, 1; p = 0, 1, .., a− 1),

where the matricesMm
(a) and G

2p
(a) cover all possible identifications of lines at

the boundary. We call the trailing boundary spins in the left hand transfer
matrix (T(a))ij above (configuration determined by the right hand index j)
the outgoing set, and the leading boundary spins in the right hand transfer
matrix the incoming set.

More generally, the puncture repair kit is

Mm
(a)G

2p
(a)P

j
(a) (j = 0, 1, .., dimV − 1)

with the parallel transporter P(a) defined by

P(a)(e1 ⊗ ...⊗ ea) = (p(e1)⊗ ...⊗ p(ea))

where p(ei) ∈ V cycles the single spin configurations in some order.
With open boundary conditions in the circle direction, the circle and

line construction gives an obvious correspondence between each spin in
the outgoing set and one in the incoming. That is to say, the one on the
same line. It is natural to organise the two configuration space bases in
the same way. With periodic boundary conditions the correspondence is
less absolutely compelling, and we could introduce a shift. Note that a
translation by a sites does not affect the composite partition vector.

We note the following points. Here

G2a
(a) =M2

(a) = PQ(a) = 1.

If the interaction strengths in T(a) are the same on each line edge and the
same on each circle edge then T(a) is translation invariant:

[T(a), G
2
(a)] = 0.

The transfer matrix may be used to associate a partition function with the
torus in various ways. For example

Z = Tr(TM(a))

has a lines, while

Z ′ = Tr(TM(a)G
2
(a))

has one line, wound round the torus a times, and so on.
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2.1.2 Local transfer matrices

The local partition vector z[i] for a model is a partition vector whose bound-
ary encloses a single interaction i, with Hamiltonian contribution Hi. It
is a vector in the space of configurations only of the variables which are
non-trivially involved in Hi. Thus each component in the vector is labelled
by a configuration of these variables, and is given by exp(βHi), which is
completely determined by that configuration.

If we can arrange things so that incorporating a new interaction into
a partition vector preserves the number of variables in the boundary, then
we can necessarily arrange the corresponding local partition vector as a
matrix.

Consider, then, the transfer matrix for adding a single interaction i to
the partition vector Z[c]. This matrix will be given by the matrix arrange-
ment of z[i] direct producted with a copy of the unit matrix for each spin
on the boundary not involved in interaction i. We write

ti = 1Q ⊗ 1Q ⊗ ...⊗ z[i]⊗ ...⊗ 1Q

for this local transfer matrix.
There are various ways to proceed with this, depending on the relative

orientation we choose for the direction of bonds and the direction of evo-
lution of the lattice as we add complete transfer layers. It is sometimes
helpful to think of the latter as a Euclidean time direction, in the field
theory sense. There is no a priori reason why the lattice bonds should be
oriented parallel and perpendicular to this direction.

For the moment, however, let us suppose that sites on a given circle cor-
respond to points at fixed time, and those on a line to points at fixed spatial
position. We then want the transfer matrix for adding an interaction which
is either timelike or spacelike. That is to say, for including an interaction
between sx and sx+1 adjacent on {c}; or between sx and sx′ internalising x
and thus modifying {c} to {c′}. Some examples of each type are illustrated
in figure 2.3, where again internal spins are marked with solid circles and
external ones with empty circles.

The Potts model

In the Potts model the interaction is, for example,

Hi = βδsx,sx′

where x and x′ are the sites at either end of the edge i. To be explicit we
will consider Q = 2. Let us ignore, for the moment, the trailing boundary
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Figure 2.3: Building lattice interactions onto the partition vector Z[c] as-
sociated with the lattice shown in figure 2.1, using local transfer matrices.
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information for the lattice shown in figure 2.1, and the leading boundary
information for all but the two sites labelled 1 and 2. For each configuration
of the ignored boundary spins we thus have a vector of partition functions

Z[c] = (Z++, Z+−, Z−+, Z−−)

where the indices refer to the (dipole) configuration of the two spins s1, s2 ∈
V = {+1,−1} (see equation 1.4). In other words, for a given configuration
of the ignored spins these last two pieces of information completely deter-
mine the boundary configuration, and we can compute a partition function.
If we include the effect of the interaction on the bond between sites 1 and 1′

(see figure 2.3) then, with y = exp(β), the new vector of partition functions
will be

Z[c′] = (yZ++ + Z−+ , yZ+− + Z−− , Z++ + yZ−+ , Z+− + yZ−−)

where the positions in the vector now correspond to the configuration of
spins at sites 1′ and 2 (which form the new boundary, site 1 having been
internalised). The single interaction transfer matrix for this interaction,
t1.(y) say, is thus given by

Z[c]t1.(y) = Z[c′]

that is

t1.(y) =







y 0 1 0
0 y 0 1
1 0 y 0
0 1 0 y






. (2.2)

We can similarly compute the matrix for the interaction on the edge be-
tween 2 and 2′

t2.(y) =







y 1 0 0
1 y 0 0
0 0 y 1
0 0 1 y







; (2.3)

and then that for the interaction between 1′ and 2′

t12(y) =







y 0 0 0
0 1 0 0
0 0 1 0
0 0 0 y







; (2.4)

and so on.
Here we have used one of various workable notations available for la-

belling interactions, i.e. labelling by the variables involved (1. is taken to
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signify 11′, and so on). In this case the problem of labelling interactions
reduces to one of labelling the variables themselves, but of course the vari-
ables themselves may simply be numbered sequentially as they occur on
the boundary.

Another popular notation for two dimensional models is just to number
all the interactions in the layer sequentially. In the bulk of the system, in
this alternative scheme, we usually label edges on circles with even numbers
and those on lines with odd (see section 2.8). It is useful to be able to use
either notation. Note that we have distinguished them by dotting the single
number index in the variable notation.

Applying the matrices in different orders builds different shaped net-
works of lattice interactions. The sequence from top left to bottom left to
bottom right in figure 2.3 (the order Z[c]t1t2t12) builds a square; while that
from top left to top right (Z[c]t1t12) builds a triangle.

Building a layer transfer matrix

Altogether, a complete layer of square lattice interactions is incorporated,
in our 5 site layer example, by

T(5) = t1.t2.t3.t4.t5.t12t23t34t45t51.

and more generally by

T(N) =

(
N∏

i=1

ti.

)(
N∏

i=1

tii+1

)

(2.5)

where tNN+1 = tN1. After this, the boundary shape is the same as it was
at the begining (one complete layer has been internalised) and we may
simply apply the same object again to iterate the procedure. In such a
transfer matrix the states which become internalised when it is applied to
a partition vector are called the incoming ones, and those which form the
new boundary of the system are called the outgoing ones.

By omitting tN1 in T(N) we build a layer with the circle of interactions
left open. This open layer transfer matrix is denoted T(N ′). The periodic
closure is lost, but note that in this particular construction we have not
kept the state of spins on the resultant boundary as boundary information.
In fact we have simply summed over all the possibilities at this boundary.
This means that we cannot compose with another partition vector at this
boundary, and so it must now be regarded as a true boundary of the system
as a whole.

It is worth noting that certain multispin interactions can be incorpo-
rated into a partition vector by using appropriate combinations of the same
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local transfer matrices (see Baxter, Temperley and Ashley 1978, for exam-
ple).

2.2 Algebraic formulation

In this section we will develop a coupling parameter independent formal
algebraic framework for building transfer matrices. The general procedure
is to resolve the transfer matrix into sums of constant matrices, with coef-
ficients which are functions of the coupling parameters. We will illustrate
the merits of this approach.

In general, the single interaction transfer matrix ti (where i is some
appropriate interaction label) may be written in the form:

ti(y) = a(y)1 + b(y)gi + c(y)hi + .. (2.6)

where a(y), b(y), c(y),.. are scalar functions of the coupling strengths (here
generically represented by y) and gi, hi, ... are constant matrices.

Spin models

Although each particle in a system usually has the same kind of configura-
tion space, it is useful to be able to formally distinguish the single particle
subspaces of the space of configurations of the whole system. Thus we
introduce V (x) to denote the space of configurations of particle x.

For spin models, if a spin sx is internalised by ti(y) the matrices 1, gi, hi,..
map V (x) → V (x′) ; if ti includes an interaction between sx and sx+1 ad-
jacent on {c} then they are diagonal on V (x) ⊗ V (x+1). In any case, for a
given i they span, at most, some End(V ).

In many cases the symmetries of the system simplify this. The number
of summands in equation 2.6 is a lower bound on the number of distinct
possibilities for the interaction energy (i.e. the order of the image of the
configuration space under Hi). Thus, for example, the Potts model has
simply

ti(y) = a(y)1 + b(y)gi . (2.7)

Any ti(y) that does not change the boundary {c} only changes the
coupling. To see this, consider the effect of applying t12(y) again to the
bottom right picture in figure 2.3. A double bond between the same two
spins effectively just counts the same interaction twice or, equivalently,
doubles the interaction strength. In this sense, each local transfer matrix
acts like a kind of rotation of the local coupling parameter, an observation
which we will exploit in chapter 4, when solving the Ising model.
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It follows that there exists a function f(y) such that t2i (y) = ti(f(y))
and, using equation 2.7, we have

g2i + βgi + α1 = 0 (2.8)

where α and β are constants, that is, they are independent of the couplings.
For the

Q = 4 cos2(π/r)

state Potts model with
q = − exp(πi/r) (2.9)

we usually take α = −q2, β = −1+ q2, for reasons which will become clear
shortly.

It also follows, provided the local transfer matrices are symmetric, that
we can form a symmetric layer transfer matrix. For example, defining

S(N) =

(
N∏

i=1

tii+1

)1/2

, (2.10)

for example
S(5) = (t12t23t34t45t51)

1/2,

we have the symmetric Potts transfer matrix:

S(N)T(N)S
−1
(N) =

(
N∏

i=1

tii+1

)1/2( N∏

i=1

ti.

)(
N∏

i=1

tii+1

)1/2

. (2.11)

2.2.1 General local interactions

What about more general models (with local interactions)?
Suppose there are s p-state variables in each incoming and outgoing

edge of an N site layer. In the Potts case s = N and p = Q; in the 6-vertex
model case, for example (see chapter 12), s = 2N and p = 2. Suppose
further that the interaction at position i depends on the configuration of m
nearby incoming and m nearby outgoing spins, and temperature variable y.
Then the interaction matrix R(y) ∈ End(⊗mVp) is the matrix arrangement
of the local partition vector z[i](y), and:

(i) The matrix ti(y) ∈ End(⊗sVp) acts trivially on all the subspaces of
configurations of spins not involved in interaction i, that is

ti(y) = 1p ⊗ 1p ⊗ ..⊗R(y)⊗ 1p..⊗ 1p,
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where the product contains (s−m) unit matrices; and
(ii) The matrix R(y) could, at its most general, assign a different weight

to each of the pm possible configurations of the variables involved in inter-
action i. To obtain an expression of the form of equation 2.6 it would then
be necessary to build R(y) out of representations of a pm dimensional ma-
trix algebra. We call this the ‘local’ algebra for the model, because it covers
only a single interaction. In this case the matrices gi, hi, .. in equation 2.6
span End(⊗mVp).

As we will see, their are plenty of models of all shapes and sizes char-
acterised by the fact that R(y) is built out of representations of a 2 dimen-
sional subalgebra (i.e. equations 2.7 and 2.8 apply). This is the simplest
non-trivial special case. Later we will furnish examples involving 3,4,5,...
dimensional subalgebras.

2.2.2 Transfer matrix algebras

Since the relation 2.8 is independent of coupling parameters the operator
gi can then be regarded as a fundamental building block for an algebraic
formulation of the transfer matrix. The full transfer matrix will be ex-
pressible as a sum of products of such objects, with all coupling dependent
information occuring in scalar factors. We call equation 2.8 (or any other
element of a set of relations determining the local algebra) a local relation.

Returning to figure 2.3, we note that, as we build another transfer ma-
trix layer onto the lattice (i.e. take into account the effect of another layer of
interactions) the order of inclusion of interactions which are not dependent
on a common variable is unimportant. This means that the operators gi, gj
commute if they do not act on any single variable configuration subspace
in common (they are not adjacent). We call

gigj = gjgi (i, j not adjacent) (2.12)

the commuting relation.
It remains, of course, to describe the non-trivial relations between prod-

ucts of adjacent operators, and more generally, non-commuting composites.
In the two dimensional Potts model (and many other two dimensional mod-
els, see later) each operator is adjacent to two others. Let us consider the
case in which the quadratic local relation 2.8 applies. If we suppose that
there exist relations between products involving only adjacent pairs, then
on symmetry grounds these should take the form

gigjgigj ... = gjgigjgi... (i, j adjacent) (2.13)

where both products contain the same number of factors. If they contain
one or two factors the model is trivial. In almost all the cases we will
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consider, including the Potts model, the products contain three factors.
We then have the braid relation:

gigjgi = gjgigj (i, j adjacent). (2.14)

Later we will give a direct physical explanation for the source of this relation
in the case of the Potts model. This relation is also common among models
for which the quadratic local relation 2.8 does not apply.

In general, the total set of matrices gi, hi, .. required to construct a
transfer matrix in this way generate a transfer matrix algebra. We will see
shortly that such algebras can play an important role, both in statistical
mechanical computation, and in characterising models. To this latter end
it is also useful to determine a complete set of relations obeyed by the
matrices, and hence to regard them as a representation of a set of abstract
generators for the algebra. The relations 2.8, 2.12 and 2.14 define a Hecke
algebra (see chapter 9).

2.3 Automorphisms of the lattice

Definition

Having constructed our lattice as part of a sequence (see chapter 1) we can
then safely describe it individually in an algebraic way, with an incidence
matrix I. Let L be the space of all sites in the lattice. Then I ∈ End(L)
and the matrix entries Iij are 1 if sites i and j are nearest neighbours and
zero otherwise. For our purposes the automorphisms of a lattice are the
subgroup of permutations P of the set of sites which preserve the incidence
matrix, i.e., if P (i) is the image of i under permutation P , then those
permutations for which P (i) = k, P (j) = l implies Iij = Ikl.

Realisation

In the formalism we have described, the group of such permutations depends
very much on the global topology. However, since the single bond transfer
matrices are local they are not necessarily sensitive to the global topology (it
depends on the model). The Potts model, for instance, suggests a natural
topology of its own (as we will see). For the moment we might as well work
with our favourite topology.

On the torus, we have two directions worth of periodic translations and
some rotations. Considering the single circle sublattice corresponding to the
transfer matrix we have periodic translations and a reflection. A translation
permutes the configurations by cycling them within certain subsets. It
cycles the single spin subspaces.
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Conjugation by the translation matrix G2
(a), or any invertible multiple

of it AG2
(a) where the matrix A commutes with gi, takes gi → gi+2. It

follows that the translation matrix is in the algebra generated by the gi
matrices. By the same argument so is M(a).

Translation in the perpendicular direction may be achieved by conjuga-
tion with the transfer matrix itself. There are only a very limited number
of rotations on the lattice. These points will be discussed in chapter 11.

2.4 Perron Frobenius theorem

In the physical coupling regime (i.e. β real) the transfer matrix has all
positive entries. A matrix or vector with this property is called positive.
The Perron Frobenius theorem states that a finite dimensional positive
matrix has a unique largest magnitude eigenvalue, which is itself positive,
and the associated eigenvector is also positive. This result is used heavily
in statistical mechanics. Its worth justifies the effort required to give a
proof....

Proof:
All our matrices and vectors have dimension D. We will take all vectors

x with entries xi to be normalised by

D∑

i=1

xi = 1.

We write K > 0 for K a positive matrix, and M ≥ 0 (x ≥ 0) for a matrix
(vector) with non-negative entries. For a matrix K > 0 let SK be the set of
non-negative real numbers λ for which there exist vectors x ≥ 0 such that

Kx ≥ λx.

Then ∑

i,j

Kijxj ≥ λ

and ∑

ij

Kij ≥
∑

ij

Kijxj .

If λ0 is the largest λ ∈ SK then for some x(0) we have

Kx(0) ≥ λ0x(0).
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If λ0 is not an eigenvalue of K then without loss of generality we have

∑

j

K1jx
(0)
j − λ0x

(0)
1 = d > 0.

However, for y ≥ 0 defined by

yi = x
(0)
i + (d/2λ0)δ1,i

we then have Ky > λ0y, which contradicts the maximum property of λ0.
Thus λ0 is an eigenvalue. Furthermore x(0) is a strictly positive eigenvector,
since ∑

j

Kkjx
(0)
j = λ0x

(0)
k .

Now suppose there is an eigenvalue c with eigenvector z for which |c| ≥
λ0. Then with |z| the vector given by |z|i = |zi| we have

K|z| ≥ |c||z|

(since the absolute value of the sum of two complex numbers of given mag-
nitude is maximised if they are colinear). Thus |c| = λ0 and

K|z| = |c||z| = |cz| = |Kz|

Since K is positive all components of z must be colinear in the complex
plane, so c = λ0.

Finally, suppose there is a vector z linearly independent of x(0) and not
necessarily positive, for which

Kz = λ0z.

Then we may construct w = x(0) + ez where e is the smallest scalar for
which one or more of the components of w is zero. But then w ≥ 0 is an
eigenvector with eigenvalue λ0, so w > 0 and we have a contradiction. Thus
there can be no such z, and λ0 is non-degenerate.

This completes the proof of the Perron-Frobenius theorem.

2.5 The free energy

Note from equation 2.1 that the bulk of the calculation of the partition
function can be reduced to repeated multiplication of a vector by transfer
matrices, or to multiplying many transfer matrices together. For example,
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introducing TI as the transfer matrix appropriate for the Ith circle (in gen-
eral the circle transfer matrices may be distinguishable by their couplings),
the partition function associated with a cylindrical lattice built out of M
single circle transfer matrix layers (i.e. a 2 punctured sphere withM circles)
and with free boundary conditions (i.e. summing over all configurations of
the boundary spins) is simply

Z =
∑

j,k

(
M∏

I=1

TI

)

jk

. (2.15)

If TI = T then

Z =
∑

j,k

(
TM

)

jk
. (2.16)

This latter expression is valid supposing that the lattice of consists of iden-
tical circle layers. If in addition the couplings within a layer are all the
same, or distinguished only between horizontal and vertical bonds, then
the partition function above may alternatively be computed as a trace of a
product of open ended line transfer matrices.

It is helpful to proceed formally in terms of the left and right eigenvectors
and the eigenvalues of the transfer matrix. Suppose that we have a transfer
matrix of dimensionD associated with a real Hamiltonian and real coupling
parameter. Suppose further that this matrix is diagonalisable by some
similarity transformation

T → STS−1. (2.17)

(a non-diagonal Jordan form merely obfuscates, rather than invalidates, the
following argument).

Then at a given value of the coupling parameter we may define D ket
vectors vi, with a partial order, by

Tvi = λivi (2.18)

for i = 0, .., D − 1, where λi > λj implies j > i. Note that λ0 is the unique
first in the partial order for all real couplings, by the Perron Frobenius
theorem.

Similarly we have D bra vectors wi,

wiT = λiwi (2.19)

where

wjvi = δi,j
∑

i

viwi = 1D (2.20)
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The boundary conditions involve summing over the matrix elements
with some weight ω(i) associated to each leading and trailing edge con-
figuration i. They can therefore be represented by bra and ket vectors
themselves. Let |A(i) > be the vector which picks out a specific configura-
tion i, that is (|A(i) >)j = δi,j in the configuration space basis. Then we
have the boundary ket vector

|ω >=
∑

i

ω(i)|A(i) > . (2.21)

Alternatively, these boundary vectors can be decomposed as a linear
combination of eigenvectors,

|ω >=
∑

i

ωivi (2.22)

where ωi is a scalar, and similarly for < ω′|. We will adopt the local
convention that indices in brackets refer to the configuration space basis,
while indices in subscript refer to the Jordan basis. We obtain the N layer
partition function

Z(N) =< ω′|TM |ω >=
∑

i

ω′
iωi(λi)

M . (2.23)

The free energy in the limit M →∞ is thus

f = lim
M→∞

(1/M) ln(ZM ) = λ0 (2.24)

provided that ω′
0, ω0 6= 0. This latter condition is clearly satisfied provided

all the weights are non-negative and at least one is positive. So, apart from
this physicality condition, we observe boundary condition independence of
the free energy in the large M limit.

The free energy of a system on a lattice with an infinite number of circle
layers may thus be computed as the largest eigenvalue of the single circle
transfer matrix. It is in this sense that the transfer matrix approach leads
to a reduction in the effective dimension of the problem.

2.6 Correlation functions

Consider the subtracted correlation function for two separated local mea-
surements on observables θ(0,0) and θ(x,y)

< θ(0,0)θ(x,y) >s = < θ(0,0)θ(x,y) > − < θ(0,0) >< θ(x,y) > .
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We will take the former observable to be a function of the spin variables
within a layer and close to some nominal origin (0, 0); and the latter to be an
identical function translated to (x, y). We suppose that both observables are
entirely within a part of the lattice which can be constructed by composing
a sequence of identical transfer matrices, so that coordinates refer to a site
on a circle which is x transfer matrix layers away, and a line which is y sites
away in the layer, measured from the nominal origin.

Define Dy(j) as the result of a measurement θ made on a lattice layer
when in configuration j, with the origin of coordinates within the lattice
layer taken to be at −y. We then define matrices θy by:

θy =
∑

j

|A(j) > Dy(j) < A(j)|. (2.25)

We define the scalar dik(y) by

θy =
∑

i,k

dik(y) viwk (2.26)

It will not be necessary to compute the value of dik(y).

With < a′|, |a > denoting our prefered boundary vectors, we can now
write the subtracted correlation function as

< θ(0,0)θ(x,y) >s =
< a′|TMθ0T xθyTN−M−x|a >

Z(N)

−< a′|TMθ0TN−M |a >< a′|TM+xθyT
N−M−x|a >

Z2
(N)

= (1/Z(N))




∑

i,j,k

a′iλ
M
i dij(0)λ

x
j djk(y)λ

N−M−x
k ak





−(1/Z2
(N))




∑

i,j

a′iλ
M
i dij(0)λ

N−M
j aj





.




∑

i,j

a′iλ
M+x
i dij(y)λ

N−M−x
j aj



 . (2.27)

Let

χ = 1/(ln(λ0)− ln(λ1′))

where λ1′ is the largest eigenvalue after λ0 for which d0i(0), di0(y) 6= 0.
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Then in the limit of N >> M >> x >> 1, y we obtain, for fixed y,

< θ(0,0)θ(x,y) >s ❀

∑

i6=0 d0i(0)di0(y)
(
λi

λ0

)x

∼ x−c exp(−x/χ)

where c is some number.
We see that the long distance properties of the model are determined

by the spectral gaps of the transfer matrix.
Recall that one signal of a second order phase transition is a divergent

correlation length. We see that this occurs when a correlation eigenvalue
λ1 becomes degenerate with the free energy eigenvalue λ0. By the Perron
Frobenius theorem this can only happen for real β in the thermodynamic
limit.

2.7 Spectrum of the transfer matrix

In any case it is clear that the spectrum of the transfer matrix contains
crucial information. At least for finite dimension D this spectrum is given
by the roots of the characteristic polynomial of T , that is, for λ a scalar
variable, by the roots of

S(T, λ) = det(T − λ 1D).

If we only want the spectrum, and not the eigenvectors, then it is suffi-
cient to solve the polynomial. In principle, the calculation of the eigenval-
ues is simplified by, as a first stage, the factorisation of the characteristic
polynomial into its irreducible components (Ahlfors 1979) with coefficients
polynomial in y = exp(β) (denoted ∈ C[y]).

The characteristic polynomial is a Dth order polynomial in λ, with
coefficients which are polynomials in y = exp(β) (and, if required,

√
Q),

since the matrix elements of T have these properties, at least for the Potts
model. The irreducible factorisation of the polynomial over exp(β) is the
(unique) factorisation which preserves polynomial coefficients in exp(β). It
corresponds to the complete block diagonalisation of T using only similarity
transformations with entries in the same field.

Once this has been achieved, the eigenvalues within a block form an
algebraic function in y. In particular they are analytic continuations of one
another in y.

Part of the block diagonalisation is achieved by using the external sym-
metries (translation and reflection) of the layer, and part by using the
internal symmetries. This latter procedure corresponds to exhibiting the
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irreducible content of the matrices gi as a representation of the appropri-
ate algebra. Thus the algebraic functions in the eigenvalue spectrum are
labelled by the representation and the external symmetry properties.

Note that the spectrum of the transfer matrix is insensitive to the choice
of basis for a representation of the transfer matrix algebra involved. Thus if
two models have transfer matrices containing the same representation as an
irreducible component, then the corresponding part of each spectrum will
be identical. If the largest eigenvalues in the region of β real coincide (i.e.
the representation carrying the largest eigenvalue is common to both trans-
fer matrices) then the models are said to be equivalent. Baxter’s working
definition of equivalence (Baxter 1985) also requires the order parameters
to coincide. We will return to this point later.

In principle we could ignore the models, and simply obtain the spectrum
of the transfer matrix, regarded as an element of the abstract algebra, in
each irreducible representation. It is certainly an important first move to
investigate the algebra associated with a model.

It is important to know all the relations among the generators associated
with a transfer matrix algebra A, say, since any representation of an algebra
B defined by a subset of the relations, which does not obey the full set, will
have multiplicity zero in the transfer matrix representation of A.

2.8 Potts models

We will now construct the Potts transfer matrix explicitly. The precise
construction can depend on the boundary conditions. We will discuss these
in the next section.

In general it is sufficient to construct the local transfer matrices and
then use equation 2.5, or some other product of local transfer matrices as
appropriate. Let x = (eβ − 1)/

√
Q and

Ui. =
(

1/
√

Q
)

(1Q ⊗ 1Q..⊗M ⊗ ..⊗ 1Q) .

with M ∈ End(VQ) given by Mab = 1 (a, b ∈ V ) and appearing in the ith

position in the product. Then generalising from equation 2.2 we can write
the local transfer matrix ti.(x) ∈ End(⊗NVQ) as

ti.(x) =
√

Q x 1QN +
√

Q Ui. =
√

Qx

(

1QN +
1

x
Ui.

)

.

With D ∈ End(VQ ⊗ VQ) given by

D(a⊗b,c⊗d) = δa,cδb,dδa,b
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(a, b, c, d ∈ V ), and

Uii+1 = Ui+1i =
√

Q (1Q ⊗ 1Q..⊗D ⊗ ..⊗ 1Q) ,

it follows that

tii+1(x) = 1QN + xUii+1. (2.28)

In interaction notation we have the alternative labelling for the matrices
Ui. and Uii+1:

Ui. = U2i−1

Uii+1 = U2i.

The matrices Ui (i dotted integer or double integer; or equivalently
i = 1, 2, ..., 2N − 1) generate the same algebra as the matrices

gi = 1− qUi

(from equation 2.8 and below) in the Potts model case. The matrices Ui
obey the Temperley-Lieb relations (Temperley and Lieb 1971)

UiUi =
√
QUi

UiUjUi = Ui (i, j adjacent)
UiUj = UjUi (i, j not adjacent)

together with some additional (generically trivial) relations which we will
discuss in chapter 6. These matrices constitute the Potts representation of
the Temperley-Lieb algebra.

Note that, although Ui., Uij are of equivalent standing in the algebra,
ti.(x) and tij(x) are different functions of x. In fact (x/

√
Q)ti.(1/x) and

tij(x) are formally the same functions of x.
We will use the notation tI(x) when we do not want to specify an in-

teraction type, but refer to an abstract interaction.

2.9 Standard transfer matrices and duality

Here we collect some remarks about the different ways of building a transfer
layer, and about boundary conditions.

For a given model in 2 dimensions, and the given transfer matrix layering
direction, a closed layer transfer matrix is any ordering of the local transfer
matrices in which the cylindrical completion is present. Any such matrix
will be similar, i.e. conjugate, to the one defined by T(N) (equation 2.5). It
will thus have the same spectrum.
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With tNN+1 = tN1 we define a translation invariant 2 parameter special
case of T(N) by

(i) ‘Closed stepladder’

T(N)(x1, x2) =
(
∏N
j=1 tj.(x1)

)(
∏N
j=1 tjj+1(x2)

)

.

The standard alternative

(ii) ‘Closed stairway’

T ′
(N)(x1, x2) =

N∏

j=1

(tj.(x1) tj j+1(x2))

is not, in itself, translation invariant (but see chapter 12 for an alternative
formulation).

It is also possible to similarity transform the open layer transfer matri-
ces (cylindrical completion absent) for a large class of 2 parameter lattice
models, including the above models, into either of the standard forms

(i) ‘Open stepladder’

T(N ′)(x1, x2) =
(
∏N
j=1 tj.(x1)

)(
∏N−1
j=1 tjj+1(x2)

)

(ii) ‘Open stairway’

T ′
(N ′)(x1, x2) = t1.(x1)t12(x2)t2.(x1)t23(x2)...tN−1N (x2)tN.(x1)

or into any other product in which each local transfer matrix (except
tN1(x2)) appears exactly once. We will return to the wedge or rotation
transfer matrix S(x1, x2) defined by

T ′
(N ′)(x1, x2) = S(x1, x2)

(
T(N ′)(x1, x2)

)
(S(x1, x2))

−1

later.

Recall that, for the Potts model, the factors ti(x) each introduce the ef-
fect of one horizontal (i dotted integer) or vertical (i double integer) lattice
bond interaction into the Hamiltonian. The matrices T and T ′ just differ,
therefore, in the order in which the effect of various interactions is incor-
porated into the Hamiltonian, and hence in the effective layer orientation.
For the Potts model T builds layers parallel to the horizontal bonds, while
T ′ builds stairway layers at 45o. The direction of propagation of the layers
is the same in each case however, i.e. perpendicular to horizontal bonds.
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Duality

Note that the spectrum of the transfer matrix is thus invariant, up to
boundary effects and overall factors, under the statistical mechanical dual-
ity transformation defined by

Ui. → Uii+1;
Uii+1 → Ui+1.;
x1 → (x2)

−1;
x2 → (x1)

−1.

Specifically, for example, the spectrum of the matrix

T(N ′′)(x1, x2) =
(
∏N−1
j=1 tj.(x1)

)(
∏N−1
j=1 tjj+1(x2)

)

is invariant up to a factor (x1x2)
N−1.

In the sense that performing this transformation twice produces a trans-
lation it acts like ‘half’ a translation. It is called a lattice model duality
transformation (c.f. section 1.5). For an alternative, topological explana-
tion of duality see Savit 1980 (and c.f. chapter 6).

Hintermann, Kunz and Wu (1978) have proved that the isotropic (i.e.
x1 = x2) Q > 4 state Potts models each have a unique phase transition
for β > 0. The result also holds for Q = 2, 3, 4. It follows that a critical
point in the chosen 2 parameter sub-manifold of general coupling parameter
space is any point on the line

x1x2 = 1,

since these are the fixed points of the duality coupling transformation (see
also Baxter 1982). We will write the one parameter family of critical Potts
transfer matrices as

T (1/x, x) = T (x).

More generally we can define arbitrary one parameter families of transfer
matrices by

Tf(x) = T (f(x), x)

for some single valued function f(x). So, for example, f(x) = 1/x is the
critical line and f(x) = x is the isotropic line. Once given f(x) we use
the convention that the local transfer matrix when written in interaction
labeling notation, i.e. ti(x) (i = 1, 2, .., 2N−1, or 2N), has the same formal
functional dependence on x for all i. That is

ti(x) = 1 + xUi.
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This helps to manifest the duality symmetry, and will streamline the ab-
stract discussion in the next chapter.

In general then, up to an overall factor of the form (
√
Qx)N , we have

T ′
f (x) = t1(1/f(x)) t2(x) t3(1/f(x)) t4(x) ....

= (1 + U1/f(x))(1 + xU2)(1 + U3/f(x))... (2.29)

where
tii+1(x) = t2i(x)

and
1√

Qf(x)
ti.(f(x)) = t2i−1(1/f(x)).

We will now also redefine the 2 parameter transfer matrix T ′(x1, x2) so as
to keep the simple form

T ′(x1, x2) = t1(x1)t2(x2)t3(x1)t4(x2)....

= (1 + x1U1)(1 + x2U2)(1 + x1U3)(1 + x2U4)....

This just means that the arguments x1 and x2 here are no longer both
related to the Potts couplings β1, β2 in the same way. We have

x2 =
exp(β2)− 1√

Q

x1 =

√
Q

exp(β1)− 1
.

Note that T ′(x1, x2) gives the Potts transfer matrix up to an overall scalar
factor, (

√
Qx1)

N . Since such a factor only gives a regular additive contri-
bution to the free energy it will not be necessary to follow its adventures
too closely.

2.9.1 Alternative layering directions

Although T ′
(N) is not translation invariant we can use it to compute a

periodic lattice partition function. For example with N = 2,

(T ′
(2))

M = t0t1t2t3
︸ ︷︷ ︸

T ′

(2)

t0t1t2t3
︸ ︷︷ ︸

T ′

(2)

t0t1t2t3
︸ ︷︷ ︸

T ′

(2)

... t0t1t2t3
︸ ︷︷ ︸

Mth copy

.

However, a brief examination of this example will show that the periodic
identification of boundary sites is staggered. This is annoying, because
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Figure 2.4: Building a square lattice by adding transfer layers at 45o in the
case N = 8. The left and right endpoints are identified in each layer, giving
a skew periodicity compared to the natural periodic completion.

T ′
(N) has useful properties from other points of view which the stagger

obfuscates. One resolution of this problem is to use a different transfer
matrix layer propagation direction. In general, we can propagate parallel
to an arbitrary line on the lattice, but more boundary information will have
to be kept.

Consider layering at 45o to the bond directions, with periodic identi-
fication at the ends of the layer. Let N = 4M (with M ∈ Z+, for later
computational convenience) be the number of sites in a zigzag layer, as ex-
emplified in figure 2.4. The layer transfer matrix here, YN , may be thought
of as a product of two sublayer transfer matrices X and W , as shown.

As soon as we have decided how to arrange the boundary information
the matrices forX and Y become well defined and can thus be written down
directly, i.e. all in one go. However, if we add layers in this way, and insist
on the ‘no redundancy’ condition that X,W ∈ End(⊗N/2V2) (i.e. that X
maps from the space of configurations of odd numbered sites in the zigzag
layer to configurations of even numbered sites in the zigzag layer, and W
vice versa) then X and W cannot be built as products of local operators
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ti(x). For example, with N = 4

X =







y21y
2
2 y1y2 y1y2 1

y1y2 y21 y22 y1y2
y1y2 y22 y21 y1y2
1 y1y2 y1y2 y21y

2
2






. (2.30)

Let us define the following elements of the Potts representation of the
Temperley-Lieb algebra with 2N − 1 generators (i.e. twice as many gen-
erators and twice as many spins as we should strictly need in the present
situation):

Define matrices Aj for j = 1, 2, 3, 4 by

Aj = Q(−1)j+1M

N/2
∏

i=1

U4i−j ,

and, recalling that

t2i−1(x) = 1 + xU2i−1

so that
√

Qxt2i−1(1/x) =
√

Qx+
√

QU2i−1,

define matrix B(y1, y2) by

B(1 +
√

Q x1, 1 +
√

Qx2)

= (Qx1x2)
N/2

t1(1/x1) t3(1/x2) t5(1/x1) t7(1/x2)....t2N−1(1/x2)

= (y1−1 +
√

Q U1)(y2−1 +
√

Q U3)(y1−1 +
√

Q U5)(y2−1 +
√

Q U7)...

Note that

B(1, 1) = A1A3

lim
y→∞

B(1, y)

yN/2
= A3

lim
y→∞

B(y, 1)

yN/2
= A1

and so on.
Then relaxing the no redundancy condition we can write, for example,

X(y1, y2) ❀ A4 B(y1, y2) A2A1A4 ∈ End(⊗NV2)

W (y1, y2) ❀ A4A1A2 B(y2, y1) A4
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X

X

W

X

W

Figure 2.5: Building layers at 45o with standard local transfer matrices.
Double lines represent frozen interactions, so the spins at each end may be
identified (contracting these lines to points, then, we recover the previous
figure). Absent lines correspond to decoupled spins. The left and right
endpoints are identified in each layer.

where ❀ signifies the use of a basis with redundancy. This just means that
we are only interested in the subspace projected out by the idempotent
A4. We have then effectively split each spin in the original problem into
2 separate spins and then recovered the original problem by freezing them
together with infinite ferromagnetic interactions.

Note that we have arranged the parameters in the matrix B so that
the arguments of X and W are the original Potts exponentiated couplings
yi = exp(βi).

The whole construction is illustrated in figure 2.5.
The translation matrix G here is illustrated in figure 2.6. It is given by

G = lim
y→∞

X(y, 1)W (y, 1)

yN
= A4A1A2A3A4,

with

G−1 = lim
y→∞

X(1, y)W (1, y)

yN
= A4A3A2A1A4.

2.10 Spectrum inversion transformations

It is a widespread property of transfer matrices that the inverse matrix may
also be written as some form of transfer matrix. We will see in the next
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Figure 2.6: The translation G.

chapter that this can lead to some very useful hints about the spectrum.
Let us first illustrate the property with a familiar example....

Note that for each local transfer matrix ti(x) built using an algebra with
a quadratic local relation we can necessarily define a function x′(x) such
that

ti(x) ti(x
′(x)) = 1. (2.31)

For example, in the Hecke algebra (and hence Temperley-Lieb algebra) case
we have

(1 + xUi)(1 + x′(x)Ui) = 1

giving

x′(x) =
−x

1 +
√
Qx

.

Let us define a reverse stairway transfer matrix, using the reflection
matrix M(a), by

T̃ ′(x1, x2) =M(a)T
′(x1, x2)M

−1
(a) .

Since from equation 2.31

T ′(x1, x2)T̃
′(x′(x1), x

′(x2)) = 1

it follows that the layer transfer matrix T ′(x′(x1), x′(x2)) has spectrum
inverse to that of T ′(x1, x2).

Note that, since T ′ and T̃ ′ here commute, they have the same eigenvec-
tors. The corresponding eigenvalues are thus mutually inverse. In general
the similarity transformation obtained by conjugating with M(a) may per-
mute the eigenvalues (regarded as functions of x1, x2) in pairs. This means
that the analytic continuation of an eigenvalue from x → x′ does not nec-
essarily give the inverse. It would be useful to have a transformation which
strictly inverted each eigenvalue, so we need some way of avoiding the per-
mutation effect.
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Let us define the involutive inversion transformation

x→ x′(x).

Recalling that the Potts coupling parameters are given by x2 = (y2−1)/
√
Q

and x1 =
√
Q/(y1 − 1) the inversion transformation may be written:

y1 → 2−Q− y1
y2 → 1/y2.

We can get another more structured transformation if we build a transfer
matrix which is unchanged with horizontal and vertical (odd and even) cou-
plings interchanged. Alternatively, note that the free energy, at least, would
be unchanged with odd and even couplings interchanged on the assumption
of 90o rotation invariance of the lattice. The inversion transformation could
then be augmented to

y1 → 2−Q− y2
y2 → 1/y1

(see section 3.3). This transformation has a rich Q dependent structure.
For Q = 2 it has order 4, for Q = 3 it has order 6, and every even order is
realised by some Q value.

The case of YN

The inversion relation is slightly complicated by the change of transfer ma-
trix formulation in section 2.9.1. Let the matrix P be such as to take a
configuration to the configuration with all spins permuted by the transfor-
mation

sx → p(sx) = (sx)mod 2 + 1

(c.f. Q = 2 in equation 2.1.1). In our representation this is

P = A4B(0, 0)A4.

Consider a small section of the 4 parameter transfer matrix layerX(y1, y2)W (y′1, y
′
2)

of the form
ti(x1) ti+2(x2) Ui+1 ti(x

′
1) ti+2(x

′
2).

Can we arrange it so that W is the inverse of X? With the benefit of our
discussion in section 2.10 we try y′1 = 1/y1 and y′2 = −y2. From section 2.8
and section 2.9 this is then, supressing tensor products with unit matrices,







y1 1 0 0
1 y1 0 0
0 0 y1 1
0 0 1 y1













y2 0 1 0
0 y2 0 1
1 0 y2 0
0 1 0 y2













1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1






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.







1/y1 1 0 0
1 1/y1 0 0
0 0 1/y1 1
0 0 1 1/y1













−y2 0 1 0
0 −y2 0 1
1 0 −y2 0
0 1 0 −y2







=







1− y22 . 0 y2(y1 − 1/y1)
. 1− y22 y2(y1 − 1/y1) 0
0 y2(y1 − 1/y1) 1− y22 .

y2(y1 − 1/y1) 0 . 1− y22







where we have only written the important (as it will turn out) matrix
elements out explicitly. We see from the position of the vanishing elements
that if the two spins marked + in figure 2.7 both take the value +1 (or both
−1) then the next two spins on their immediate right must take the same
value as each other, or else the associated matrix element of XW above
is zero. Iterating, it then follows immediately from the periodicity of the
lattice that either no 2 spins as marked are the same anywhere along the
layer

X(y1, 1)W (−1, 1/y1) = (y1 − 1/y1)
N/2P

or all such pairs of spins are either (+,+) or (−,−)

X(1, y2)W (−y2, 1) = y
N/2
2 (1/y2 − y2)N/2 A4

and altogether

X(y1, y2) W (−y2, 1/y1) = y
N/2
2 X(y1, 1)W (−1, 1/y1)+X(1, y2)W (−y2, 1).

Using the translation matrix G we can write

W (y1, y2) = X(y1, y2) G

and hence rewrite the modified inversion identity as

y
N/2
2 X(y1, y2) X(−y2, 1/y1) G = (y1 − 1/y1)

N/2 P + (1/y2 − y2)N/2 A4.
(2.32)

In forthcoming chapters we will apply this technology to the problem
of computing the transfer matrix spectrum.

Special points of the inversion transformation

In the Temperley-Lieb and Hecke algebra cases the inversion transformation
itself has a non-trivial fixed point, x = −2/√Q, i.e.

t2i (−2/
√

Q) = 1.
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X(y1, y2)

W (−y2, 1/y1)

+

+

y1 y1y2 y2

1/y1−y2 1/y1−y2

Figure 2.7: Checking an identity from the text. Double lines represent
frozen interactions, so the spins at each end may be identified. Absent lines
correspond to decoupled spins. The left and right endpoints are identified
in each layer.

Since the eigenvalues are permuted this does not imply that the transfer
matrix is the identity matrix at this point, but rather that the spectrum of
the fixed point matrix contains eigenvalues in reciprocal pairs.

The Potts model representation of the Temperley-Lieb algebra is unitary
(in fact every Ui is real and symmetric). This means that the hermitian
conjugate of a local transfer matrix is the same matrix with the coupling x
complex conjugated. Thus

T ′(x)
†
=M(a)T

′(x∗)M−1
(a)

and the solutions of
x′(x) = x∗

i.e. |x|2 = −2Re(x)/√Q, obey

T ′(x)T ′(x)
†
= 1

i.e. each eigenvalue has unit magnitude. This holds for any unitarisable
representation (see chapter 6). Note that the solutions for x here include,
when |q| = 1, the ‘braid point’ x = −q.

All these properties hold separately in each appropriate irreducible rep-
resentation of the transfer matrix algebra.



Chapter 3

On commuting transfer
matrices

We saw in chapter 2 that many problems in statistical mechanics can be
related to the problem of computing the spectrum of the transfer matrix
T , or part thereof. Fortunately for those of us seeking a challenge, this
spectrum has not been calculated in general!

One property which turns out to be closely linked to the computability
of this spectrum (the ‘solvability’ of the model) is commutativity, up to
boundary terms, of all the different layer transfer matrices obtained by
moving within an extended submanifold of coupling parameter space. This
is essentially because commuting matrices have the same set of eigenvectors.
That is, the eigenvectors must be constant under the variation of coupling
parameters within the submanifold.

In this chapter we will look at conditions for commutativity for two
dimensional models. We will then look at other properties of the transfer
matrix which, if present, may be taken in conjunction with commutativity
and used to solve a model. For example, double periodicity of eigenvalues
with respect to some complex intra-submanifold coupling parameter.

Methods based more or less on the idea of commuting transfer matrices
have been used in the solution of many two dimensional statistical mechan-
ical models (several, unfortunately, of questionable physical significance).
As for the Potts models, however, only the Q = 2 case has been solved away
from criticality. For this reason, and given our ambit in this book, when
illustrating the method we will be forced to lean heavily on the Ising model
example. This case has also been solved by many other means, some of the
most illuminating of which we discuss in chapter 4. We will persevere with

73
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commuting transfer matrices in spite of this apparent redundancy, however.
Because of its implications for algebra, and the wider field of statistical me-
chanics, the idea of the commuting transfer matrix is worth studying in its
own right (see also Baxter 1982,1985).

3.1 Yang-Baxter equations

A sufficient condition for the commutativity of distinct layer transfer matri-
ces of T ′

(N ′) type is the existence of a corresponding crypto-commutativity

property of local transfer matrices tI(x) at different values of x. In general
x is to be understood here as a generic label representing values for the pos-
sibly manifold coupling parameters of the model. However, we will mainly
consider examples in which it is a single parameter, as in equation 2.28.
Specifically then, the commutativity condition is that there exist matrices
RI(x) for which the following equations hold:

With N the number of sites in the transfer matrix layer, and for i =
1, 2, .., N − 1, then in Potts model site labelling notation

ti.(x) tii±1(x
′) Ri.(x

′′(x, x′)) = Rii±1(x
′′(x, x′)) ti.(x

′) tii±1(x) (3.1)

tii±1(x) ti.(x
′) Rii±1(x

′′(x, x′)) = Ri.(x
′′(x, x′)) tii±1(x

′) ti.(x) (3.2)

These are called the Yang-Baxter (YB) equations. If such a set of matrices
RI(x) exists, then they are said to give a solution to the YB equations for
the local transfer matrix tI(x).

Suppose there exist matrices RI(x) for which the YB equations 3.1
and 3.2 hold. Consider repeated applications of these equations to the
product

p(x, x′, x′′) = t1.(x) t12(x)t2.(x)...tN−1N (x) tN.(x)

.t1.(x
′) t12(x′) t2.(x′) ... tN−1N(x

′) tN.(x′)

.(tN.(x
′))−1 RN.(x

′′) tN.(x)

= t1.(x) t12(x) t2.(x) ... tN−1N(x)

.t1.(x
′) t12(x′) t2.(x′) ... tN−1.(x

′)

. [tN.(x) tN−1N (x′) RN.(x
′′)]

︸ ︷︷ ︸

cf. LHS of equation 3.1

tN.(x)

(3.3)
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where we also repeatedly use the commuting relation equation 2.12, so as
to move some functions of x to the right and functions of x′ to the left.
These manipulations eventually yield

p(x, x′, x′′) =

t1.(x) R1.(x
′′) t12(x

′) t2.(x
′) ... tN.(x

′) t1.(x)t12(x)t2.(x) ... tN.(x).

This process can be seen diagrammatically in figure 3.1.
æ

3.1.1 Commuting layer transfer matrices

If we restrict attention to the one parameter submanifold of general coupling
parameter space defined, in the Potts model case, by the anisotropic critical
surface

x = 1/x1 = x2,

i.e. f(x) = 1/x in equation 2.29, then p(x, x′, x′′) from equation 3.3 may
be written, up to boundary factors, as the product of two layer transfer
matrices

p(x, x′, x′′) = T ′
(N ′)(x) T

′
(N ′)(x

′) (tN.(x
′))−1 RN.(x

′′) tN.(x).

The last three factors all pertain to the last interaction at the end of the
layer, which is why we refer to them as boundary factors.

Using the YB equations we have thus shown that

T ′
(N ′)(x) T

′
(N ′)(x

′) (tN.(x
′))−1 RN.(x

′′) tN.(x)

= t1.(x) R1.(x
′′) (t1.(x

′))−1 T ′
(N ′)(x

′) T ′
(N ′)(x).

This is the commutativity condition for layer transfer matrices analogous
to the YB equation for local transfer matrices (cf. equation 3.1).

We call RI(x) the R matrix for local transfer matrix tI(x). A corollary
of the YB equations, arising when three different transfer matrices are com-
muted through each other in different orders, is that the RI(x) matrices
obey:

Ri.(x) Rii±1(x
′) Ri.(x

′′(x, x′)) = C Rii±1(x
′′(x, x′)) Ri.(x

′) Rii±1(x).

where C is a central factor in the transfer matrix algebra. This means
that if an RI(x) matrix exists for some set {tI(x)}, and itself constitutes
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s ❝ ✲ ❝ s

s ❝❝s s ❝❝s s ❝❝s
s ❝❝s s ❝❝s ❝ s❝s

s ❝❝s s ❝❝s ❝ ss❝

s ❝❝s ❝ s❝s ❝ ss❝
s ❝❝s ❝ ss❝ ❝ ss❝

❝ s❝s ❝ ss❝ ❝ ss❝

❝ ss❝ ❝ ss❝ ❝ ss❝

Figure 3.1: The Yang Baxter equation and its application to commuting
transfer matrices in the Potts formulation. Bonds marked with solid circles
are ti(x); empty circles are ti(x

′), and no circles Ri(x
′′).
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a plausible local transfer matrix, then it automatically satisfies the YB
equations with itself as R matrix. This is called an adjoint solution to
the YB equations, by analogy with the representation theory of Lie groups
(in which the structure constants may be arranged to form the adjoint
representation).

Star-triangle relations

Conversely, direct computation will confirm that a quadratic local relation
(equation 2.8), together with the braid and commuting relations (equa-
tions 2.14 and 2.12), are sufficient to ensure that a local transfer matrix
itself gives a solution to the YB equations via RI(x) = tI(x). In general
if RI(x) = tI(x) the YB equations will be called star-triangle relations.
This name is derived from a particular graphic representation, see Baxter
1982, and is sometimes reserved for a more powerful set of relations, see
section 3.4.

Assuming that interactions can be labelled along the layer, so that in-
teraction i+1 has a variable in common with interaction i, we have simply:

ti(x) ti+1(x
′) ti(x

′′) = ti+1(x
′′) ti(x

′) ti+1(x).

In fact we will only give examples of solutions to the Yang-Baxter equa-
tion which are also star-triangle relations. It is as well to realise, however,
that it ain’t necessarily so!

Since their transfer matrix algebra satisfies equation 2.8, equation 2.14
and equation 2.12, the 2 dimensional Potts models are (part of a large class
of) 2 dimensional models which satisfy the star-triangle relations in some
one dimensional sub-manifold of coupling parameter space.

This then implies that layer transfer matrices differing only in having dif-
ferent values of a coupling parameter which moves within this sub-manifold
commute with each other (up to boundary factors).

Let us assume for the moment that the boundary factors can be elim-
inated by an appropriate choice of boundary conditions, so the transfer
matrices strictly commute. They all thus have the same eigenvectors. This
means that the eigenvectors for the model considered over the subset of
general parameter space covered by all such manifolds can only depend on
some complementary inter-manifold parameters. If this subset was a signif-
icant proportion of general parameter space then re-expressing the model
in terms of the intra and inter commuting submanifold parameters would
clearly be likely to produce a simplification in the eigenvalue problem. Un-
fortunately the only commuting one parameter submanifold for the Q > 2
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state Potts model is the one we have already exhibitted, the manifold con-
taining all horizontal to vertical bond strength anisotropies at criticality.
As a consequence the models cannot be simplified and solved in general by
this method. A notable exception is Q = 2, which we will return to shortly.

On the other hand, the critical region is of great interest, so the star-
triangle relations are of great importance despite their limitations. Apply-
ing the Temperley-Lieb relations to the Potts local transfer matrix on the
critical line, that is (supressing only some overall factors) to

ti(x) = 1 + xUi,

we find that the YB equations as written above are satisfied when

x′′(x, x′) = (x′ − x)/(1 + x
√

Q+ xx′)

or, with ǫ, δ non-vanishing complex numbers, and q defined as in equa-
tion 2.9,

x′′(−q − ǫ
︸ ︷︷ ︸

x

,−q − δ) = (ǫ− δ)
(−qǫ+ qδ)

. (3.4)

The critical Potts models have indeed been solved in some sense using this
result (see chapter 12).

3.2 Algebraic consequences of the relations

Note the ‘trivial’ case of the star triangle relations in the Temperley-Lieb
case, from 3.4,

x = x′ 6= −q±1

implies x′′ = 0. That is, at the layer transfer matrix level, identical matrices
commute trivially. Analogous trivial limits occur quite generally.

3.2.1 The braid point

Note also the special (fixed point) case

x = x′ = x′′ = −q.

After a little algebra we can confirm that the matrices ti(−q) satisfy the
relations for generators of the 2N string braid group B2N (Birman 1974,
see also chapter 13). That is with

g±1
i = ti(−q±1) = (1− q±1Ui) (3.5)
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Figure 3.2: The construction of the medial lattice (thick lines) associated
to the square lattice (thin lines).

the star-triangle relation at the fixed point becomes the braid relation

gigi+1gi = gi+1gigi+1.

At this special (and unphysical, i.e. complex β) value of the coupling pa-
rameter, then, each interaction matrix may be thought of as representing
a braid crossing. This suggests quite a helpful graphical way of thinking of
the star-triangle relations in general. Suppose we recall the medial lattice
for the square lattice as defined in chapter 1. Each crossing of the medial
lattice corresponds to an interaction (figure 3.2). We now think of each
interaction as a kind of generalised braid crossing, so the edges of the me-
dial lattice become arcs of braid strands. The braid relation (figure 3.3)
is deformed into the full star-triangle relation by replacing each crossing
with a ‘blob’ carrying the appropriate interaction parameter (figure 3.4).
Note, for example, that drawing the medial lattice for the YB equation in
figure 3.2 we recover this picture up to irrelevant deformations of the braid
strands.

Recall that the quadratic local relation

g2i = (1− q2)gi + q2
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Figure 3.3: Diagrammatic representation of the braid relation.
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together with the braid and commuting relations are a weaker set of rela-
tions than the Temperley-Lieb relations. They are the defining relations
for an An-type Hecke algebra (see chapter 9).

To recapitulate: the Temperley Lieb or Hecke relations imply solutions
of the YB equations, and the YB equations have fixed points which imply
realisations of the braid relations. However realisations of the braid rela-
tions do not necessarily imply realisations of the Hecke relations, since the
quadratic relation need not be satisfied (see later).

Up to degeneracy the algebra then determines the spectrum, and hence
the correlation functions, of the model in question.

3.2.2 Translations revisited

For any model providing solutions to the star triangle relations with a
braid limit ti → gi, a viable alternative to the translation matrix G2

(a) in
the puncture repair kit of section 2.1.1 is the square of

G(a) =

2a−1∏

m=1

gm

or alternatively of

G̃(a) =

2a−1∏

m=1

g−1
m .

This works because
G±1

(a) gi (G(a))
∓1 = gi±1,

by repeated application of the braid relations, and similarly for G̃. In
general there is a distinction between the two periodic completions

G(a) g2a−1 (G(a))
−1 = G−1

(a) g1 G(a) = g0

and
G̃(a) g2a−1 (G̃(a))

−1 = G̃−1
(a) g1 G̃(a) = g̃0,

but both g0 and g̃0 obey the braid relations with both g1 and g2a−1. We
call the local transfer matrices obtained from these derived braid crossings
the natural completions of the open bounded transfer matrix to periodic
boundaries.

Also,

M ′
(a) =

2a−1∏

l=1

(
2a−l∏

m=1

gm

)
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gives the reflection

M ′
(a) gi (M

′
(a))

−1 = g2a−i.

Finally,

M ′
(a)g0(M

′
(a))

−1 = g̃0.

We give a diagrammatical derivation of these results in chapter 13.
Note that

M ′
(a)

2
= (G(a))

2a

is only necessarily central here, while the corresponding matrix is equal to
unity in the definitions of G2

(a) and M(a) (section 2.1.1). Explicit calcula-
tions reveal that this central element is indeed not unity in this construction,
for some model based representations. The new translator (G(a))

2 is itself
quite a different looking matrix from the original G2

(a), even in the Potts
case.

Discrete translation invariance is thus implicitly realised in the operator
formalism associated with the YB equations, as the automorphism realised
by conjugation by (G(a))

2. The duality transformation (which is like a 90o

rotation for the Potts model at criticality, in the sense that horizontal and
vertical couplings are interchanged) is realised as conjugation by G(a).

Note that G(a) is itself a critical Potts transfer matrix, although the
coupling parameter is required to take a non-physical value, x = −q. This
means that under the special unitarity conditions of section 2.10 each eigen-
value of G(a) has unit magnitude.

3.3 Alternative layering directions

Recall that the star-triangle relation implies commutativity of T ′
(N ′), i.e.

open stairway, type (but not T(N ′), i.e. open stepladder, type) transfer
matrices, up to a boundary effect. In order to illustrate the solution of a
model it will be helpful to eliminate this boundary effect. At the same time
we will be able to invoke the augmented inversion transformation discussed
in section 2.10.

It is possible to eliminate the boundary effect, and thus realise strict
commutativity, by using periodic boundary conditions. However, the pe-
riodic matrix required (denoted T ′

(N)) cannot be written as a product of
local transfer matrices in the usual way. In Potts language this is because
the local transfer matrix ti.(x) transfers attention from one spin i to a spin
i′ at a later ‘time’ (in the Euclidean field theory sense). This means that
we discard the information about the earlier spin (internalise it). However,
a spin on the periodic seam should not be internalised until the layer is
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completed, as its state is required to determine the final interaction energy
(for the bond which closes the layer).

We can compute a periodic lattice partition function using T ′
(N), but the

staggered periodic identification of boundary sites obscures the usefulness
of the star-triangle relation. Because now every factor ti meets 2 others in
the layer with which it does not commute, a pair of layers with different
interactions cannot be rearranged so that the relation can be used. For
example, adopting the shorthand i′ for ti(x′) (and so on), in

0′0′′0−1 0123 0′1′2′3′

we cannot rearrange to obtain the factor 0′′10′ (that is, as in the star-
triangle relation) because 0′ does not commute with 3.

One resolution of this problem is to use the 45o transfer matrix layering
direction discussed in section 2.9.1. Recall that the layer transfer matrix
here, YN , consists of a product of two sublayer transfer matrices X and W ,
as shown in figure 2.4. The two sublayer transfer matrices can be made
to commute on certain one parameter submanifolds of coupling parameter
space. For the Ising model these manifolds include off-critical couplings.

3.4 The two dimensional Ising model

Let us restrict attention to the Ising model. In this case we now have enough
technical hardware to illustrate the usefulness of the YB equations in de-
termining transfer matrix eigenvalues. In this section we will be deviating
only in perspective from the presentation in Baxter (1982).

With Q = 2, the star triangle relation implies that

X(y1, y2)W (y′1, y
′
2) = X(y′1, y

′
2)W (y1, y2) (3.6)

provided that

(y1 − 1/y1)(y2 − 1/y2) = (y′1 − 1/y′1)(y
′
2 − 1/y′2) = k−1. (3.7)

The one parameter submanifolds of commuting transfer matrices here are
thus characterised by the value of the alternative parameter k. The critical
case is k = 1.

To see this result first note that the star-triangle relation may be de-
formed into the relation

x′′x′Ui [ti−1(1/x
′′) ti+1(x) Ui+2 ti+1(1/x

′) ] Ui

= Ui [Ui−1 ti+1(x
′) ti+2(x

′′) ti+1(x)] Ui.
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Figure 3.5: The deformed star-triangle relation. In general z = 1/x and
z′ = 1/x′, but for the Q = 2-state Potts model a more flexible parameteri-
sation arises.

This relation is readily confirmed by using the Temperley-Lieb relations.
The sense in which it is a deformation of the star-triangle relation may be
seen from figure 3.5. The justification for the diagrammatic representation
of Ui used in this picture is given in chapter 6.

When Q = 2 the Potts representation of the TL algebra obeys the
additional (unitarity) condition

1−
√

Q(Ui + Ui+1) + UiUi+1 + Ui+1Ui = 0.

This reduces the number of independent terms in the deformed star-triangle
relation above to the point where a more flexible parameterisation arises:

Ui [ti−1(x
′′) ti+1(x) Ui+2 ti+1(x

′) ] Ui

= K Ui [Ui−1 ti+1(z
′) ti+2(z

′′) ti+1(z)] Ui. (3.8)

where K is a scalar parameter, and four relations relate the 7 parameters.
EliminatingK,x′′ and z′′, then one remaining relation relates 4 parameters.
This is equation 3.7.

Repeated application of this improved relation to

X(y1, y2) Y (y′1, y
′
2) = A4

N/2
∏

i=1

(
t4i−3t4i−1U4i−2t

′
4i−1t

′
4i−3

)
A4

= A4 ((1 + xU1) t3U2t
′
3t

′
1)

N/2
∏

i=2

(
t4i−3t4i−1U4i−2t

′
4i−1t

′
4i−3

)
A4
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Figure 3.6: The generalised braid picture of the transfer matrix XY . The
top line can be rearranged using the deformed star-triangle relation and
working iteratively from the marked point to the left; the bottom line work-
ing to the right. Again recall that periodic boundary conditions connect
the left and right sides of the diagrams.

yields equation 3.6. The process is illustated by applying figure 3.5 repeat-
edly to figure 3.6.

Note that the new parameter k, from equation 3.7, is invariant under
(amongst other things) the following transformations of the old parameters:

(y1, y2)→ (y2, y1)

(y1, y2)→ (−y1,−y2)

(y1, y2)→ (1/y1,−y2).

The translation matrix G of section 2.9.1 has undefined k (= 0.∞) and in
fact commutes with all X and Y .
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3.4.1 Useful transfer matrix identities for Q = 2

Note that both X(y1, y2) and W (y1, y2) have entries of the form yn1 ym2 ,
where n+m is even, so

X(y1, y2) = X(−y1,−y2), (3.9)

W (y1, y2) =W (−y1,−y2). (3.10)

Also, for example from equation 2.30,

(y1y2)
N/2

X(1/y1, 1/y2) = X(y1, y2) P (3.11)

and
(y1y2)

N/2
W (1/y1, 1/y2) =W (y1, y2) P. (3.12)

The transformations involved here all preserve k. They can be regarded
simply as transformations of a complementary variable, u say. Let us sup-
pose that we can define u so that the transformation of the arguments of
X in equation 3.9 is always given by

u→ u+ 2iK

where K is a positive constant. Then regarded as a function of u every
eigenvalue of X and hence Y will be periodic of period 2iK. The trans-
formation in equation 3.11 has the same effect as 2iK in only 2 places
(y = ±i). It is thus possible to suppose that we can arrange u so that this
transformation has the effect

u→ u− 2iK + 2K ′

where K ′ is another positive constant. The common points of the transfor-
mations would be at u = ±∞. We will be even more presumptuous, and
assume that the transformation

(y1, y2)→ (−y2, 1/y1)

which also preserves k, can be written

u→ u+K ′.

Note that there is no symmetry of the transfer matrix associated with this
transformation, but that it is consistent with the previous ones!

In any case we see that the eigenvalues of (y1y2)
−N/2

Y will be doubly
periodic functions of u at each fixed value of k. This has a profound baring
on their form, as we will see shortly.
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Following Hancock (1958) (and hence Hermite) let us introduce

q = exp(−πK ′/K)

i.e. 0 < q < 1 (the use of q here is a universal standard elliptic function
notation - it should not be confused with q in, say, equation 3.5, which
is unfortunately also used as standard in this entirely different context).
Further let

φ(u) = 1 + exp(πiu/K)

(period 2K, and φ(K) = 0). Then for

Φ(u) =
∞∏

n=1

φ(u + (2n− 1)iK ′) φ(−u+ (2n− 1)iK ′),

that is

Φ(u) =

∞∏

n=1

(1 + 2q2n−1 cos(πu/K) + q4n−2)

(convergent for |q| < 1), we have

Φ(u+ 2iK ′) = Φ(u)
φ(−u − iK ′)

φ(u+ iK ′)
= exp(−πi(u+ iK ′)/K) Φ(u).

We say that Φ(u) is quasi-periodic with period 2iK ′. From the definition
it has exactly one zero per period rectangle. Introducing the constant

A = (1− q2)(1 − q4)(1 − q6)...

we define
H(u) = AΦ(u− u′)

where u′ = K + iK ′ is the zero of Φ.
Now consider a doubly periodic function f(u), such as one of our eigen-

values. If we can arrange u so that f(u) is analytic up to n simple poles
per period rectangle, at u1, u2, .., un say, then

f(u) = Ceiλu
n∏

j=1

H(u− vj)
H(u− uj)

where C, λ and vj are constants obeying a couple of constraints (but not
enough to determine them).

To see this note that the integral of f ′(u)/f(u) round a period rectangle
is zero because of the double periodicity. From Cauchy’s theorem then, the
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number of poles equals the number of zeros. Suppose we could locate all
the zeros and form the trial function

g(u) = C′eiλ
′u

n∏

j=1

H(u− vj)
H(u− uj)

then f ′/f − g′/g is doubly periodic and strictly analytic. By Liouville’s
theorem it is thus a constant, c say. Integrating it we then have

ln(f/g) = cu+ d

where d is another constant. QED.
In the next section we will show how to obtain enough constraints to

locate the zeros of the eigenvalues of Y by using the inversion relation.

3.4.2 Applying the inversion relation

Remarkably, the augmented inversion transformation of section 2.10 also
leaves k unchanged, so it transforms between commuting transfer matrices.
Given their periodic properties, this will in fact lead to a solvable equation
for the eigenvalues!

Recall the inversion relation 2.32. Since all the matrices involved com-
mute at a given value of k, they have a common set of eigenvectors. Re-
garding the equations 3.9, 3.11, 2.32 as acting on such an eigenvector v(k),
with

A4 v(k) = v(k)

P v(k) = +v(k)

(i.e., since A4 is a projection, restricting consideration to half of the com-
plete set of eigenvectors), and

G v(k) = v(k)

(i.e. restricting to translation invariant states); then defining the scalar
E(x, t) by

(xt)−M X(x, t) v(k) = E(x, t) v(k),

(where the arguments are now understood to be related in such a way as
to maintain a fixed value of k) we obtain, for example, the scalar equation

E(x, t)E(−t, 1/x) = (t− 1/t)N/2 + (1/x− x)N/2.

Strictly speaking, we do not assume that E(−t, 1/x) is the continuation
of the eigenvalue E(x, t). We mean here that it is the eigenvalue of the
transformed Y with with the same eigenvector.
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We will now use the periodicity properties of E to locate its zeros. First
we must find a variable u with the required properties.

The point u = ∞ corresponds to the braid point of the local transfer
matrix (remember y = i here, so x = (i− 1)/

√
2 = −q when Q = 2) .

3.4.3 Reparameterised YB equation

The Temperley-Lieb solutions to the YB equation coming from the critical
(i.e. f(x) = 1/x) Q = 2 state Potts model, for example, may be reparame-
terised to get the YB equation in the form

ti(x(u)) ti+1(x(u
′)) ti(x(u

′′)) = ti+1(x(u
′′)) ti(x(u

′)) ti+1(x(u))

where u′ = u+ u′′, as follows. Put x(u) = x, x(u′) = x′, x(u′′) = x′′ and

tan(u′) = x′
√
2 + x′

1 +
√
2x′

then with

x′ =
x+ x′′ +

√
2xx′′

1− xx′′
we have

x(u) =
1 + sin(u)− cos(u)√

2cos(u)
(3.13)

and similarly for x′, x′′, with u′ = u+ u′′.
We introduce an additive parameterisation for other fixed values of k

by generalising the critical additive parameterisation . First we need some
notation.

On elliptic functions

For each constant 0 < k < 1 it is possible to choose a constant 0 < q < 1
such that

k = 4q1/2
∞∏

n=1

(
(1 + q2n)

(1 + q2n−1)

)4

.

Then define

k′ =
∞∏

n=1

(
(1− q2n−1)

(1 + q2n−1)

)4

= +
√

1− k2

and

K =

∫ π/2

0

da
√

1− k2 sin2(a)
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or equivalently

K = π/2

∞∏

n=1

(
(1 + q2n−1)(1 − q2n)
(1− q2n−1)(1 + q2n)

)2

and K ′ = K ln(1/q)/π.
For fixed k define entire (that is, everywhere analytic) functions of a

variable u by

H(u) = 2q1/4 sin(
πu

2K
)

∞∏

n=1

(
1− 2q2n cos(πu/K) + q4n

)
(1− q2n)

(note that this is identical to the previous definition) and

Θ(u) =

∞∏

n=1

(
1− 2q2n−1 cos(πu/K) + q4n−2

)
(1− q2n)

and H1(u) = H(u +K) and Θ1(u) = Θ(u+K).
The Jacobian elliptic functions are then the meromorphic functions of

u defined by

sn(u) =
H(u)√
kΘ(u)

cn(u) =

√
k′H(u+K)√
kΘ(u)

dn(u) =

√
k′Θ(u+K)

Θ(u)
.

We will need the following identities:

F1(u) =
H(u)Θ(u)H1(u)Θ1(u)−H(v)Θ(v)H1(u)Θ1(u)

H(u− v)Θ(u + v)H1(0)Θ1(0)
= 1 (3.14)

Proof:
Defining

µ(u) = q−1e−πiu/K

then

H(u+ 2iK ′) = −µ(u)H(u)

H1(u+ 2iK ′) = µ(u)H1(u)
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Θ(u+ 2iK ′) = −µ(u)Θ(u)

Θ1(u+ 2iK ′) = µ(u)Θ1(u)

so F1(u) is doubly periodic. Furthermore, the zeros of the denominator
occur when u = v and u = −iK ′ − v. These are also the points where the
terms in the numerator cancel each other, so F1(u) is entire. QED.

Similarly

Θ2(u)Θ2(v)−H2(u)H2(v) = Θ(u− v)Θ(u + v)Θ2(0)

and hence

H(u− v)
Θ(u− v) =

H1(0)Θ1(0)

Θ2(0)

H1(v)Θ1(v)
Θ(v)H(v) −

H1(u)Θ1(u)
Θ(u)H(u)

Θ(u)Θ(v)
H(u)H(v) −

H(u)H(v)
Θ(u)Θ(v)

. (3.15)

Elliptic function parameterisation

Noting equation 3.7, we can generalise the critical additive parameterisation
of section 3.4.3 to other fixed values of k in the range by introducing

y±1
1 = cn(iu)∓ sn(iu)

y±1
2 =

i(dn(iu)± 1)

k sn(iu)
.

This, then, is how we parameterise each fixed k manifold of commuting
transfer matrices by the single variable u.

In the new parameterisation the coupling transformations in the modi-
fied inversion relation may be simplified using the following fixed k identi-
ties:

y1 = cn(iu)− isn(iu) u→u+K′

−→ −i dn(iu)
k sn(iu)

− i 1

k sn(iu)
= −y2

y2 =
i(dn(iu) + 1)

k sn(iu)

u→u+K′

−→ cn(iu) + isn(iu) = 1/y1.

Introducing the new parameterisation we can discard x and t in favour
of u (and implicitly k). We have, from equations 3.9, 3.11 and 2.32

E(u) = E(u+ 2K ′)

E(u) = E(u − 2iK)

E(u)E(u+K ′) =

( −2
ksn(iu)

)N/2

+ (−2sn(iu))N/2 (3.16)
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The first two of these, together with the property that every element in
(y1y2)

−M X(u), and hence E(u), is entire up to (at worst) an overall factor
of (H(iu)Θ(iu))−M , imply by our general theorem that

E(u) = Ceλu (H(iu)Θ(iu))−M
2M∏

j=1

H(iu− iuj)

where C and λ are constants . The zeros uj can then be located using
equation 3.16:

The zeros of the right hand side of 3.16 occur when

H(iu)

Θ(iu)
= k1/2sn(iu) = ei(2j+1)π/N (3.17)

(0 ≤ j < N). Suppose iu = iuj is the solution to this equation for some j
(altogether N possibilities, occuring in complex conjugate pairs). If iuj is
a solution then so is iuj + iK ′. There are thus too many solutions unless
(iuj)

∗ = iuj + iK ′, hence iuj = vj ± iK ′/2 where vj is real (it will not
be necessary to determine vj). We then have various possibilities for E(u)
depending on how we distribute the elements of these pairs between E(u)
and E(u + K ′). For definiteness let us consider the case in which all the
zeros in E(u) are of the form vj − iK ′/2. Then

E(u) = Ceλu (H(iu)Θ(iu))−M
N/2
∏

j=1

H(iu− vj + iK ′/2).

The corresponding eigenvalue of the full transfer matrix Y is E2(u), which
may now be rearranged as

E2(u) = C2e2λu

.

N/2
∏

j=1

H(iu− vj + iK ′/2)Θ(iu− vj − iK ′/2) iq1/4 eπ(−u−ivj+K
′/2)/(2K)

(H(iu)Θ(iu))
.

From the periodicity properties λ must be such that all the exponential
arguments cancel, and we have

E2(u) = C′
N/2
∏

j=1

(
H(iu− vj + iK ′/2)

Θ(iu− vj + iK ′/2)

Θ(iu− vj − iK ′/2) Θ(iu− vj + iK ′/2)

(H(iu)Θ(iu))

)

.
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where C′ is another constant. Using equation 3.15 and defining Vj = vj −
iK ′/2 we can rewrite this as

E2(u) = C′
N/2
∏

j=1




H1(0)Θ1(0)

Θ2(0)

H1(Vj)Θ1(Vj)
Θ(Vj)H(Vj)

− H1(iu)Θ1(iu)
Θ(iu)H(iu)

Θ(iu)Θ(Vj)
H(iu)H(Vj )

− H(iu)H(Vj )
Θ(iu)Θ(Vj)

.
Θ(iu− vj − iK ′/2) Θ(iu− vj + iK ′/2)

(H(iu)Θ(iu))

)

.

The overall factor coming from taking the last factor out of the product is
a doubly periodic function with the same set of zeros and poles as the right
hand side of the reparameterised inversion identity, equation 3.16. Recalling
equation 3.17 we see that taking the denominator of the first factor out of
the product gives the inverse of the same object. Cancelling these, then,
with the appearance of another overall constant C′′, gives

E2(u) = C′′
N/2
∏

j=1

(
H1(0)Θ1(0)

Θ2(0)

(
H1(Vj)Θ1(Vj)

Θ(Vj)H(Vj)
− H1(iu)Θ1(iu)

Θ(iu)H(iu)

))

.

This is valid for all 0 < k < 1, so we can eliminate u (and k) in favour
of y1 and y2 again. Using

cn2(u) + sn2(u) = 1

and
dn2(u) + k2sn2(u) = 1

(proof similar to that of equation 3.15) we find that

k′
H1(Vj)Θ1(Vj)

H(Vj)Θ(Vj)
= k1/2

(
1

k sn2(Vj)
− k − 1/k + k sn2(Vj)

)1/2

.

We can thus eliminate Vj using equation 3.17. Altogether we obtain

E2(y1, y2) = C′′
N/2
∏

j=1

[
(y1 + 1/y1)(y2 + 1/y2)

4

+
(
(1 + k2)/k2 − 2k−1 cos(2(2j + 1)π/N)

)1/2
]

.

This is the result we have been pursuing! Since the duality transforma-
tion maps 0 < k < 1 into ∞ > k > 1, and this result is invariant under the
duality transformation, it holds everywhere except possibly at k = 1. For
finite N it clearly holds everywhere on analytical grounds.
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In fact this eigenvalue turns out to be the largest one in the physical
region, the one responsible for the free energy. It may seem like an anti-
climax, but it crucially ‘reveals’ the presence of a sensible thermodynamic
limit with a second order phase transition at k = 1 in the Q = 2-state
model! In chapters 4 and 11 we look at the way in which it reveals these
things....

æ



Chapter 4

On exactly solved cases

Among the thermodynamic limit Potts models in two or more dimensions
only Q = 2, d = 2 has been solved for arbitrary couplings (c.f. chapter 11).
Beside some results for two dimensional models at criticality discussed in
chapter 12 some other non-trivial special cases, equivalent to colouring
problems, have been solved (see, for example, Baxter 1987). Three dimen-
sions remains uncharted territory (although plenty of exact finite lattice
results are available)!

The eight vertex model, equivalent to a general 2-valued site variable
model of interactions round a square face, and the hard hexagon model,
have been solved by Baxter (see his book, 1982). Other solved models
appear in Andrews, Baxter and Forrester 1984, Date et al 1987, Akutsu
et al 1986, and several other of the references at the end of this book.
Although these solutions do not pertain directly to the Potts models away
from criticality, they are interesting in their own right.

The two dimensional Ising model has been solved in many different
ways. A comparison between some of the more elegant methods of solution
provides an exellent way of reviewing the mathematical tools potentially at
our disposal for addressing other Potts models.

4.1 The two dimensional Ising model

The next few sections describe various very disitinctive methods of solution.
We work with the Ising model in the Q = 2 state Potts model formulation.

The first method discussed below is essentially Kaufman’s (1949) method.
The second is that of Schultz, Mattis and Lieb (1964), which is related to
Onsager’s (1944) method, and the third is due to Kac and Ward (1952)

95
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and Vdovichenko (1965). After looking at those it is worth having another
look at Baxter’s commuting transfer matrix method, which was discussed
in chapter 3.

4.1.1 Solution by rotations

The single bond transfer matrices for Potts models may be thought of as
giving representatives of rotations in a plane, in the sense that the effect of
applying such a matrix twice is to count the same bond interaction again,
or equivalently to double the coupling constant on that bond. In other
words the coupling constant corresponds to some multiple of the rotation
angle.

In the case of the Ising model (Q = 2, so r = 4), for example, we note
that the fourth power of the braid generator

gi 7→ ti(−q) = 1− qUi

is unity, so we associate this matrix with the rotation through the real angle
π/2.

This is not as facile an observation as it might seem. In 3 dimensions a
rotation through π/2 about the x-axis followed by a rotation through π/2
about the y-axis followed by a rotation through π/2 about the x-axis is
equivalent to the same operation with the x and y axes interchanged. In
other words, extending to D dimensions, and (arbitrarily) assigning a total
order to D orthogonal axes, we have a realisation of the braid group as
follows: For a, b axes adjacent in the order let wab signify a rotation in the
ab plane, then

wabwbcwab = wbcwabwbc. (4.1)

In fact we have much more than this, since any pair of planes give a braid
relation, but we will not need this property (see the chapter on graph
Temperley-Lieb algebras).

It is easy to see that equation 4.1 extends to a solution of the Yang-
Baxter equations, although the relationships between the rotation angles
and the spectral parameters u of chapter 3 are rather complicated (see
later). This means that we can think of the strings of our braid as corre-
sponding to orthogonal axes, and the braid generators as rotations in the
plane of their associated pairs of axes.

The representation of the braid group here just comes from the transfer
matrix in the usual way. Only the interpretation is new. However, associ-
ated with this interpretation comes another representation, in terms of the
D dimensional orthogonal matrices. Instead of our bond transfer matrix
ti(y) we can write the corresponding rotation matrix wab(θ) ∈ End(VD),
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which acts trivially except in the 2 dimensional subspace associate with the
axes a and b, where it acts as





cos(θ) sin(θ)

− sin(θ) cos(θ)



 (4.2)

The axes a and b are determined by the interaction i (i and i + 1 have an

axis in common, i and i+2 do not), and the relationship between y = eβ−1√
Q

and θ is determined by noting that t4i (−q) = 1 implies that

β = iπ/2

corresponds to
θ = π/2.

The easiest way to see that we have a solution of the Yang-Baxter
equations at the level of rotations is to note that it is sufficient to check the
relation

wab(θ)wbc(ψ)wab(φ) = wbc(φ)wab(ψ)wbc(θ)

for all θ, φ (with ψ determined) for any triple of axes a, b, c. In this case we
can use the quaternionic realisation of 3 dimensional rotations. Defining
the quaternionic generators 1, i, j, k by the relations

ii = jj = kk = −1 ij = −ji ik = −ki jk = −jk

we must check that

(cos(θ/2) + i sin(θ/2))(cos(ψ/2) + j sin(ψ/2))(cos(φ/2) + i sin(φ/2))

= (cos(φ/2) + j sin(φ/2))(cos(ψ/2) + i sin(ψ/2))(cos(θ/2) + j sin(θ/2))

where each factor corresponds to a rotation through twice the anglular
argument shown about the x-axis (i) or the y-axis (j) (or the z-axis (k),
which we didn’t need).

After some algebra we obtain

tan(θ/2) =
sin(ψ−φ2 )

cos(ψ+φ2 )
.

Note that the braid limit is the angle π/4 (i.e. θ = ψ = φ = π/2).
It is remarkable that this relationship between the Temperley-Lieb al-

gebra and rotations should give rise to a new algebra, again related to the
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braid group. This new algebra has a local relation which is higher order
than quadratic, determined by the lowest order multiplicative relation at
the transfer matrix level - in this case the quartic relation

t4i = 1.

Multiplicative relations are necessarily carried across to the new solution,
but additive ones are not.

We note that this coincidence is apparently uniquely associated with
the Ising model, since the condition w4

ab(π/2) = 1 is uniquely associated
with this model.

We note further that there is a relationship between the eigenvalues of
the Transfer Matrix and those of the corresponding rotation matrix. If we
take a single rotation in the plane of one of our pairs of axes the eigenvalues
of the transfer matrix are, up to multiplicity, exp(±iθ/2), while those of
the rotation matrix are 1 or exp(±iθ). If we take several commuting plane
rotations by θj (j = 1, ..., n say, with n ≤ D/2, or equivalently n = D/2
with some θj = 0) then the eigenvalues are

exp



(i/2)
∑

j

±θj



 (4.3)

(for all 2n possible choices of the signs) and

exp(±iθ1), exp(±iθ2), ...

(2n distinct possibilities) respectively.
In order to compute the spectrum of a full transfer matrix it is thus only

necessary to compute the spectrum of the corresponding rotation matrix,
provided that this may be put in the above form. Since the rotation matrix
is exponentially smaller than the transfer matrix this is a potentially vast
simplification of the problem.

Arranging the m-site layer transfer matrix in the symmetric form of
equation 2.11, that is, in the form

T = V
1/2
1 V2V

1/2
1 (4.4)

we can write the factor V 1/2 in the corresponding rotation matrix in the
form J(θ) ⊗ 1m where, from equation 4.2 and below

J(θ) =





cosh(θ) i sinh(θ)

−i sinh(θ) cosh(θ)



 . (4.5)
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Let us introduce a matrix S, which achieves a single cyclic shift of basis
states, for example

S =












0 1 0 0 .. 0
0 0 1 0 .. 0
0 0 0 1 .. 0
...
0 0 0 0 .. 1
1 0 0 0 .. 0












.

If required, S could also introduce some sign changes at the boundary, which
we have assumed periodic. Provided we stay away from the boundary it
will not be necessary to specify the precise boundary conditions in order to
illustrate the method, as we will see. We can then write the second factor
in equation 4.4, up to an overall scalar, as the statistical mechanical dual
squared of equation 4.5 (with a different angle parameter), that is,

S(J(2φ)⊗ 1m)S−1.

The angles θ and φ are determined by the usual horizontal and vertical
lattice coupling parameters β1 and β2. We note, by comparing the definition
of the Q = 2 state Potts transfer matrix from chapter 2 with the definition
of J(θ) above, that

φ = β2/2 (4.6)

and

θ = tanh−1(e−β1).

The resultant matrix for T is clearly invariant under double cyclic shifts
of basis states (conjugation by S2), so its diagonalisation can be greatly
facilitated by the (fourier) similarity transformation

F.[(J(θ) ⊗ Im).
(
S(J(2φ)⊗ Im)S−1

)
.(J(θ)⊗ Im)].F−1

where, with z = e2iπ/m,

F =

(
1 0
0 1

)

⊗










1 1 1 ... 1
1 z z2 ... zn−1

1 z2 z4 ... z2n−2

...

1 zn−1 z2n−2 ... z(n−1)2










.
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After a modicum of algebra we find that the resultant 2× 2 blocks are each
of the form












cosh(2φ) cosh(2θ)− −i cosh(2φ) sinh(2θ)
(zk + z−k)[sinh(2φ) sinh(2θ)] +(zk)[i sinh(2φ) sinh2(θ)]

+(z−k)[i sinh(2φ) cosh2(θ)]

i cosh(2φ) sinh(2θ) cosh(2φ) cosh(2θ)−
−(z−k)[i sinh(2φ) sinh2(θ)] (zk + z−k)[sinh(2φ) sinh(2θ)]
−(zk)[i sinh(2φ) cosh2(θ)]













(4.7)

where the complete set of m blocks is given by k = 0, 1, 2, ...,m− 1.
Notice that the determinant of each block is 1, as required, so the spec-

trum will have the form
l±k = e±xk

suitable for reading off the spectrum of the transfer matrix (cf. equa-
tion 4.3). In fact it must have this form, since an arbitrary rotation can be
written as a product of commuting rotations. To see this note that a real
matrix has eigenvalues which are either real or in complex conjugate pairs.

By taking the trace of each block we deduce that the exponents xk are
just the solutions of

cosh(xk) = cosh(2φ) cosh(2θ)− (zk + z−k)[sinh(2φ) sinh(2θ)].

Each of these is positive in the physical region, so the largest eigenvalue of
the transfer matrix from equation 4.3, i.e. the one appropriate for obtaining
the free energy, will be

λ0 = exp

(

(1/2)

m∑

k=1

xk

)

giving, in the thermodynamic limit,

f ∼ lim
m→∞

(1/m) ln(λ0) = lim
m→∞

(1/2m)

(
m∑

k=1

xk

)

The equivalence ‘∼’ here is to remind us that we have ignored a regular
additive contribution. This comes from neglecting a scalar factor in the
transfer matrix, which can be eliminated in any case by introducing a trivial
additive term in the Hamiltonian.

Noting equation 4.6 we find that in the isotropic case (β = β1 = β2) we
have

cosh(xk) = cosh(β) coth(β)− cos(kπ/m).
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Using the integral representation

xk = (1/π)

∫ π

0

dy ln(2(cosh(β) coth(β)− cos(kπ/n))− 2 cos(y))

we can thus write the limit free energy as

f ∼ 1

2π2

∫ π

0

dy

∫ π

0

dy′ ln(2(cosh(β) coth(β)− cos(y′))− 2 cos(y)) (4.8)

or equivalently, after some manipulation,

f ∼ 1

2π

∫ π

0

dz ln



cosh(β) coth(β)



1 +

√

1−
(

2 cos(z)

cosh(β) coth(β)

)2






 .

To get the last form we used the identity

1

2

∫ π

−π
dw ln(1 + t cos(w)) =

∫ π

0

dw ln(1 + t cos(w)) = π ln(1 +
√

1− t2).

The dominant contribution to the specific heat close to the critical point
k = 1, where

2/k = cosh(β) coth(β),

is thus given by

S(β) ∼
∫ π/2

0

dz
√

1− k2sin2(z)

which has a logarithmic singularity at the critical point, that is α = 0.
What has happened here is that the complexities of the Ising represen-

tation of the braid group and the Yang-Baxter equation have been miracu-
lously pulled through onto a smaller and more manageable realisation. This
has happened in such a way that the spectrum of the full model may be
recovered. In general there is no obvious reason why different realisations
should have such closely related spectra (unless they are actually isomor-
phic representations). It is intriguing to wonder if any of the multitude
of other tensored space (and hence exponentially growing) representations
occuring in statistical mechanics may be similarly mimicked.

4.1.2 By translation in the layer

An alternative solution proceeds as follows (Schultz, Mattis and Lieb 1964).
Consider the Clifford algebra generated by operators C±i (i = 1, ..m) obey-
ing the relations

{Ci, Cj} = δi,−j .
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This has a representation of dimension 2m with basis generated by the
action of C−i (i > 0) on a vector |0 > defined by

Ci|0 >= 0 i > 0

where we use the notation

C−i|0 >= |i >

and (
k∏

i=1

C−ji

)

|0 >= |j1, ..., jk > j1 < j2 < .. < jk (4.9)

so

Ci|i >= CiC−i|0 >= (1− C−iCi)|0 >= |0 >
and so on.

Note that in the definition of the algebra each pair (±i) of generators
is of equal standing. The numbering is incidental and does not imply any
ordering among the generators. On the other hand the representation re-
quires us to introduce a total order on positive indexed generators through
equation 4.9. We have arbitrarily chosen this to be given by the numbering.

Writing

|i >=
(

0
1

)

⊗
(

0
1

)

⊗
(

0
1

)

⊗ ...⊗
(

1
0

)

⊗ ...⊗
(

0
1

)

where the flipped ‘spin’ is in the ith position, we find

Ci =

(
−1 0
0 1

)

⊗
(
−1 0
0 1

)

⊗ ...⊗
(

0 0
1 0

)

⊗ 12 ⊗ 12 ⊗ ...⊗ 12.

and C−i = C†
i .

We note that the effect of the ordering has been to introduce a sort of
linear arrangement (with a boundary) into the generators.

Considering the subalgebra generated by all bilinears in the generators
we see that the representation above splits into two blocks. The basis
states for the blocks are those with k (from equation 4.9) odd and even
respectively.

The independent linear combinations of generators nj (integer j) defined
by

nj =
1√
m

m∑

k=1

exp(−2πijk/m)Ck
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for j > 0 and n−j = n†
j , obey

Ck =
1√
m

m∑

r=1

exp(2πikr/m)nr.

These alternative generators for the algebra thus have the same anticom-
mutation relations as the objects Cj .

The linear combinations Nj (integer 2j) defined by

Nj =
1√
m

m∑

k=1

exp(−2πijk/m)Ck

for all j (so N−j 6= N †
j ), obey

Ck =
1√
m

∑

r

exp(2πikr/m)Nr.

provided that the latter sum is over eitherm integer orm half integer values
(in steps of 1) only. There are thus two non-independent sets ofN -operators
here. The set with half integer indices gives the ‘periodicity’ condition
Cm+1 = C1, the other gives Cm+1 = −C1. They obey the anticommutation
relations

{Nj , Nk} = 0

{Nj, N †
k} = δj,k.

Putting

S2i−1 = 2C−iCi − 1

S2i = (C−i − Ci)(C−i−1 + Ci+1)

(i positive) and

Ui =
1√
2
(1 + Si)

we find that the operators Ui obey the Temperley-Lieb relations with Q =
2, together with the additional relations defining the Q = 2 unitarisable
quotient. Hence, for the purpose of calculating eigenvalues, we can safely
use them in place of the usual Ui matrices when constructing the Q = 2
Potts transfer matrix. In the representation above they take the form

U2i−1 =
√
2(12 ⊗ ..⊗

(
1 0
0 0

)

⊗ 12 ⊗ ...)
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U2i = 1/
√
2(12 ⊗ ..⊗







1 0 0 1
0 1 1 0
0 1 1 0
1 0 0 1






⊗ 12 ⊗ ...).

Note that they do not couple the subspaces of odd and even k. This means
that we can extend the definition to a periodic completion U0 in two ways,
corresponding to Cm+1 = ±C1.

In either case the transfer matrix becomes, up to the usual unimportant
factors,

T ∼ V1V2
where

V2 = exp

(

β2
2

m∑

i=1

(C−i − Ci)(C−i−1 + Ci+1)

)

and

V1 = exp

(

tanh−1(e−β1)
m∑

i=1

(2CiC−i − 1)

)

.

These factors may immediately be rewritten in terms of the operators Nj
as

V2 =
∏

p

exp(β2(cos(p)(N
†
pNp +N †

−pN−p) + i sin(p)(NpN−p −N †
−pN

†
p )))

V1 =
∏

p

exp(−2 tanh−1(e−β1)(N †
pNp +N †

−pN−p − 1))

where the products are over the appropriate non-negative values of the
indices (depending on the boundary conditions).

The advantage of this form is that each bilinear in the operators Nq
commutes with any other with different q, so the various factors in the
transfer matrix may be rearranged as follows

T ∼∏p

[ (

exp(−2 tanh−1(e−β1)(N †
pNp +N †

−pN−p − 1))
)

. exp(β2(cos(p)(N
†
pNp +N †

−pN−p) + i sin(p)(NpN−p −N †
−pN

†
p)))

]

.

Here each factor in square brackets commutes with every other one, so they
may be simultaneously diagonalised.

We may construct a representation for the objects Nq in an analogous
way to that for the objects Cm (again the representations for the bilinear
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subalgebras are pure odd and even). The algebras are isomorphic and we
may use the same vacuum |0 >.

Writing N †
±j |0 >= | ± j > we note that each factor in the transfer

matrix is diagonal on the {| + j >, | − j >} subspace, but not on the
V (j) = {|0 >, | − j + j >} subspace. In the overall even subspace ⊗jV (j)

we have
T ∼ ⊗jA(j)

where the matrix A(j) is given by

A(j) = exp(β2 cos(j))





exp(−2 tanh−1(e−β1)) 0

0 exp(2 tanh−1(e−β1))





.





cosh(β2) + sinh(β2) cos(j) sinh(β2) sin(j)

cosh(β2) + sinh(β2) cos(j) sinh(β2) sin(j)





Each 2×2 direct product factor is thus isomorphic to a direct summand
from the rotation realisation of the previous section. Diagonalising each
such matrix we hence obtain the same answer as in section 4.1.1, that is,
equation 4.8.

The final temperature dependent basis change required for the complete
diagonalisation above may again be regarded as a linear transformation to
a final set of fermion operators ψj . The transfer matrix may thus be written
in the form

T ∼ exp

(

−a
∑

k

(
xk
a
(ψ†
kψk − 1/2)

)

where the sum is over all allowed momenta (depending on the boundary
conditions) and all the temperature dependence is in xk. We have intro-
duced a physical lattice spacing a, so that xk

a has units of energy.
The resultant momentum space Hamiltonian density is that of a massive

fermion in a box (Kogut 1979, and c.f. Ramond 1989). Recall that the field
theoretic Hamiltonian density is

Epψ
†
pψp

where with m the mass Ep is the relativistic energy

Ep =
√

p2 +m2.

On the other hand, by considering lattice momenta near m for m large,
k′ = k+m, with k/m small, our result may be written at criticality in the
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form
xk ∼ k′/m.

At this point we can then introduce the physical (dimensionful) momentum
p = k′/ma, take a → 0 and m → ∞ with the ratio fixed, and formally
recover a free massless self-charge conjugate Majorana fermion field (c.f.
Bjorken and Drell 1964). We will return to this observation shortly.

4.1.3 By translation in the plane

There is some use to be made of the translation symmetry not just in the
transfer matrix layer direction, but in the perpendicular direction as well.
See Stanley 1971, Landau and Lifshitz 1980, and references therein.

The trick is to note, from equation 1.8, that yet another way to write
the isotropic 2 state Potts partition function on an arbitraryM site lattice
is in the form

Z ∼ exp

(

(−1/2)
∞∑

n=1

C(n)

(
exp(β) − 1

exp(β) + 1

)n
)

where the function C(n) depends on the lattice. For the square lattice

C(n) =
∑

loops l

(
n∏

v=1

exp(iR(v)/2)

)

where the sum is over all closed loops of length n on the lattice; the products
is over the n vertices passed through by the loop; and R(v) is the change
in direction of the loop at the vertex v on the loop.

Consider V4M as the space of directed bonds of the lattice (i.e. two per
bond). For i, j ∈ End(V4M ) define R(i, j) as R(v) if (i, j) defines a path
through a vertex (i.e. a segment of a loop); and R(i, j) = i∞ otherwise.
Then define a matrix W with elements

Wij = exp(iR(i, j)/2).

Since

C(n) =

(
1

n

)

Tr(Wn) = (1/n)

4M∑

i=1

(ei)
n

where {ei} are the eigenvalues of W , we have

Z ∼
4M∏

i=1

√
(

1− ei
exp(β) − 1

exp(β) + 1

)

.
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Let us make the indices i and j a little more explicit. We will write
i1,i2 for the cartesian coordinates of the site at the end of the directed
bond, and i0 = 1, 2, 3, 4 for the direction from which it is approached by
the bond. Assuming that the lattice is on a torus we have two directions of
translational symmetry in W , so we may fourier transform with respect to
both horizontal and vertical bond coordinates. If the periodic cycle lengths
are the same in either direction, L say, we can write

W ′
mn =

∑

jk

zm1j1+m2j2 Wjk z
n1k1+n2k2 .

where z = exp(2iπ/L). The matrix W ′ is block diagonal, mixing only
among sets of four states of given momentum. Within these blocks we have

W ′
m0n0 =













zm1 i−1/2zm2 0 i1/2

i1/2zm1 zm2 i−1/2z−m1 0

0 i1/2zm2 z−m1 i−1/2z−m2

i−1/2zm1 0 i1/2z−m1 z−m2













.

This may be diagonalised directly, whereupon we recover the same free
energy as before (equation 4.8).

Once again I recommend that you take another look at the approach in
chapter 3 at this point.

4.2 On conformal field theory

Following our discussion of block spin transformations in chapter 1 we note
that systems with second order phase transitions exhibit a kind of scale
invariance at their critical points. Since they also have short range inter-
actions it is plausible that they will have invariance under locally varying
scale transformations, or conformal transformations. A general effect of this
is to restrict the possibilities for critical exponents, at least among those
models with unitary field theory limits (Cardy 1987). In two dimensional
field theories with local conformal invariance a set of generators of the in-
finitessimal conformal transformations appear as coefficients in the Laurent
expansion of the light cone diagonal components of the energy-momentum
stress tensor. In two dimensions these generators must give a representation
of generators for (two commuting copies of) the Virasoro algebra (Belavin,
Polyakov and Zamolodchikov 1984).
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At time of going into press there were at a similar stage a number of
books on precisely this subject, so we will not go into details. Essentially
we proceed as follows:

The Virasoro algebra V may be defined abstractly by generators Ln (n
integer) and central element c, and commutation relations

[Ln, Lm] = (n−m)Ln+m +
c

12
m(m+ 1)(m− 1)δn+m,0.

Since c is a central element it may be regarded as a scalar in any irreducible
representation. To see the connection with conformal transformations in
two dimensions consider the quotient c = 0, where we have the differential
representation on the space of analytic functions of z = x+ iy

Ln = −zn+1 d

dz
(n integer).

The action of these generators is to induce infinitessimal conformal trans-
formations

f(z)→ f(z + ǫ(z))

for any infinitessimal analytic function

ǫ(z) = −
∞∑

n=−∞
zn+1ǫn.

Specifically

(

1 +

∞∑

n=−∞
ǫnLn

)

f(z) = f(z) + ǫ(z)
df(z)

dz
∼ f(z + ǫ(z)).

In quantum conformal field theory we can allow transformations generated
by the Virasoro algebra with finite but scalar c, as an order h̄ effect.

Since statistical mechanical models with second order phase transitions
are built using the Temperley-Lieb algebra with rational r we expect that
quotients of V appear as subalgebras of quotients of the notional limits
T∞(eiπ/r).

For example, recall that in the unitarisable Ising model transfer matrix
the representation of the Temperley-Lieb generators obeys the additional
relations

1−
√
2(Ui + Ui+1) + UiUi+1 + Ui+1Ui = 0.

We have used this, for example in section 4.1.2, to define generators of a
Clifford algebra by

Si = 1− Ui
√
2.
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Matrices obeying the anticommutation relations

{bn, bm} = δn+m,0 (4.10)

can then be built from the {Ui} in a large number of possible ways. For
example for n > 0

bn = 1/2





4j−1<2n+2
∏

j=1

S4j−1 +

4j+1<2n+2
∏

j=0

S4j+1



S2n+2;

b−n = bTn , and

b0 = S2/
√
2.

It follows that the objects

Mn = (1/2)

(
∑

k>n

+
∑

k>0

)

(k − n/2)bn−kbk

with the sums running over half integers, obey the relations

[Mn, bm] = −(m+ n/2)bn+m

and hence give a representation of the Virasoro algebra Ln 7→ Mn, with
c = 1/2 (see, for example, Tsuchiya and Kanie 1986, Goddard, Nahm and
Olive 1985).

The ‘vacuum’ vector |0 > defined by

bn|0 >= 0 (n > 0)

obeys
Mn|0 >= 0 (n ≥ −1)

and the ‘one particle’ state

|1/2 >= b−1/2|0 >

obeys
M0|1/2 >= 1/2|1/2 >

and
Mn|0 >= 0 (n ≥ 1).

The objects

Nn = 1/2




∑

k≥n
+
∑

k>0



 (k − n/2)bn−kbk + (1/16)δn,0
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obey the same relations, with only one highest weight representation cor-
responding to

L0|0 >= 1/16|0 > .

In fact this exhausts the possibilities for unitary representations at c =
1/2, and the possibilities for critical exponents are restricted accordingly
(Friedan, Qiu and Shenker 1984).

We can understand this construction from a field theory point of view
by recalling from section 4.1.2 that the two dimensional Ising model at its
critical point (and thermodynamic limit) can be written as a free mass-

less two component Majorana fermion field ψ =

(
ψ(+)

ψ(−)

)

(the Majorana

condition means ψ = ψ†γ0 = ψTγ0).
The physical space Lagrangian density (Ramond 1989, Bjorken and

Drell 1964) is then
L = ψiγµ∂µψ

which may be written in light cone coordinates as

L = iψ(+)∂+ψ
(+) + iψ(−)∂−ψ

(−)

exhibiting the conformal invariance of the Action:

S =

∫

dx+dx−(iψ(+)∂+ψ
(+) + iψ(−)∂−ψ

(−))

The canonically quantised fields may be written

ψ(±)(t, θ) =
1√
2π

∑

n

e−in(t±θ)b(±)
n

where the sums are over integers or half integers depending on the choice
of periodic or antiperiodic boundary conditions (respectively called Ra-
mond and Neveu-Schwartz boundary conditions in field theory terminol-
ogy). The anticommuting constructs from the Temperley-Lieb generators
(equation 4.10) are essentially the anticommuting operators used to second
quantise the Dirac field.

In this framework the Virasoro generators are the fourier components of
the light cone momentum density. That is, considering the Neveu-Schwartz
case, and defining a linear normal ordering bracket by

: bib−i : = bib−i if i < 0

: bib−i : = −b−ibi if i > 0
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we form

Ln =
1

4

∫ 2π

0

einθ : ψ(−)(θ)

(

−i ∂
∂θ
ψ(−)(θ)

)

−
(

−i ∂
∂θ
ψ(−)(θ)

)

ψ(−)(θ) : dθ.

We immediately recover the same expression as for Mn above.
It may be deduced using the charged Coulomb gas approach (see for

example Cardy 1987, Nienhuis 1987) that systems in the same universality
class as the Potts models with r−3 ∈ N give rise to conformal field theories
with

c = 1− 6/r(r − 1).

More abstractly, a unitarity requirement on the Virasoro algebra restricts
the possible choices for c to the set above and c > 1 (Friedan, Qiu and
Shenker 1984). The number of inequivalent irreducibles is also restricted.
This is highly reminiscent of the situation in Temperley-Lieb algebras (chap-
ters 6 and 7). Unfortunately there is no transfer matrix formulation for the
Coulomb gas approach, and no direct constructions from the Temperley-
Lieb algebras (other than the one given above) are yet known.

This is a very interesting problem (see chapter 13, Luther and Peschel
1975, Thacker and Itoyama 1988). The approach which partly motivates
chapter 13 is to interpret the cabling transformations of braids as certain
limits of block spin transformations. The fixed points of the cabling mor-
phisms (if any) correspond to possible fixed points in the associated models.
We can then look for an action of the Virasoro algebra in this framework....

æ
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Chapter 5

Algebra: general
principles

Introduction

One objective of this book is to examine an area of the ‘no mans land’
between Maths and Physics. Both camps run sortees in this area, and
would like to claim it for themselves. However, neither can travel under
their own flag in any safety! Taking Baxter’s philosophy on this matter (see
his book, p.1) to extreme, our internationalist creed is to plunder techniques
from either camp, however difficult, to achieve our objectives.

On the other hand, if you are a physicist, it is possible that aquiring
familiarity, in depth, with the algebraists ambit would take more time than
you care to spend. So, rather than merely direct your background reading
in this huge subject area, we will mention here a few of the general principles
most useful for our purposes. More technical ideas which we need will then
be introduced as and when required.

For those finding sufficient time on their hands I suggest Hamermesh
(1962), Fraleigh (1978), MacLane and Birkoff (1979), Anderson and Fuller
(1974) and Cohn (1989) for further reading.

5.1 Algebras

Consider a vector space A (over the field of complex numbers), together
with a map A×A→ A called multiplication such that for all a, b, c ∈ A

(a+ b)c = ac+ bc

113
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c(a+ b) = ca+ cb

(ab)c = a(bc).

This is an associative algebra (over the field of complex numbers), usually
also called A. The map ensures that each element of A may simultaneously
be regarded as a linear operator on the vector space.

If an algebra has an identity element under multiplication this is called
the unit or 1, and the algebra is unital. If it has no unit then one may be
added in a natural way.

An example of an algebra is the matrices.

An algebra homomorphism (or just a morphism) from algebra A to
algebra B is a map

f : A→ B

such that

fa fb = fab.

An n dimensional matrix representation of A is a homomorphism from
A to n × n matrices. If the morphism is injective then the representation
is said to be faithful. That is, a representation is faithful if every distinct
element of the algebra is represented by a distinct matrix. If the morphism
is surjective the representation is said to be irreducible. For example, any
one dimensional representation is irreducible.

An algebra A is isomorphic to an algebra B (written A ∼= B) if there
are morphisms f : A→ B and g : B → A such that the composite maps fg
and gf are both identity maps. In practice we will usually simply regard
isomorphic A and B as the same algebra.

5.1.1 On specifying algebras

For our purposes an algebra A (over the field of complex numbers) is usu-
ally specified by giving a subset of A whose elements are called generators,
together with a set of relations, which are equations relating linear combi-
nations (over the field of complex numbers) of products of generators. The
elements of the algebra, a ∈ A, are all linear combinations (with coefficients
in the complex numbers) of arbitrary products of generators. A straight
product of generators is called a word.

A spanning set {vi} of elements of the algebra is a set in terms of which
any element of the algebra may be written as a linear combination, that is,
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a ∈ A implies that there exist complex numbers Ci such that

a =
∑

i

Civi.

If the numbers Ci are unique for all a ∈ A then {vi} is a basis for A. The
defining relations will serve to reduce the number of elements required in a
basis set by providing linear relations between words.

The dimension of an algebra is the same as the dimension of the vector
space, i.e. the order of any basis {vi}.

Example 1.

For q a non-zero complex parameter consider the family of unital algebras
T (q) defined by generators {1, U}, together with relations

11 = 1

1U = U1 = U

UU = dU

where
d = q + q−1.

A viable basis for each such algebra is the generators.

In our example, T (q1) is isomorphic to T (q2) if d1, d2 6= 0 (i.e. q1, q2 6=
±i), since we can define a function

f : T (q1)→ T (q2)

such that
f1 = 1

fU =
d1
d2
U

with the properties
f1 f1 = f1

and

fU fU =

(
d1
d2

)2

UU =

(
d1
d2

)2

d2U = d1

(
d1
d2

)

U = d1 fU

and vice versa.
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An algebra may alternatively be specified by giving a set of n× n ma-
trices, or linear transformations of a vector space with coefficients in the
complex numbers. These matrices generate a subspace of the n × n ma-
trix algebra which is the smallest space which contains them and is closed
under matrix multiplication. The connection is that these matrices may
be thought of as giving a faithful linear representation of a set of abstract
generators. For example,

1 =

(
1 0
0 1

)

U =

(
q 1
1 q−1

)

specify the same algebra as in example 1.

5.1.2 Subalgebras and quotients

An algebra B is a subalgebra of an algebra A (denoted B ⊂ A) if the
elements of B are a subset of the elements of A, such that the insertion
B → A is a homomorphism. For example, we can obtain a subalgebra of
an algebra defined by generators and relations by simply removing some
generators (and any associated relations).

A left sided ideal B of A is a subalgebra such that

ab ∈ B ∀ a ∈ A, b ∈ B.

The left sided ideal of A generated by an element a ∈ A is the algebra
with vector space spanned by the set {ba for all b ∈ A}. For example, the
left sided ideal generated by U ∈ T (q) is just spanned by U itself.

The double sided ideal generated by a ∈ A is the subalgebra with vector
space spanned by {bac for all b, c ∈ A}.

The double sided ideal generated by B a subset of A is the subalgebra
with vector space spanned by {abc for all a, c ∈ A, b ∈ B}.

Suppose we have a morphism s from algebra B to A. Then the image
of s is the subalgebra of A

Im(s) = {s(b) ∀b ∈ B}

and the kernel of s is the double sided ideal of B

ker(s) = {b| b ∈ B , s(b) = s(0)}.

For example, the kernel of an injection is zero.
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Suppose we have a further morphism p from A to algebra G, then the
sequence

B
s→ A

p→ G

is exact at A when Im(s) = ker(p). For example, if

A
p→ G→ 0

is exact then p is a surjection.

A quotient algebraG of A is an algebra with a surjective homomorphism
from A to G.

Suppose an algebra A is specified by generators and relations, then
any algebra which may be generated by the same set of generators, but
extending the set of relations by some additional (non-trivial) relations, is
a (proper) quotient algebra of A.

If we form the quotient of A by subalgebra B (denoted A/B) this means
we form the algebra obtained from A by introducing the additional relations
that every element of B be set to zero.

For any quotient algebra G of A there is at least one B ⊂ A such that
G is isomorphic to A/B. To see this note that all the additional relations
for A/B may be written in the form a = 0, where a ∈ A. Such a relation
implies that all the elements of the double sided ideal generated by a must
be set to zero.

The surjective homomorphism (or epimorphism) p from A to the quo-
tient A/B has kernel the double sided ideal generated by B. If we call this
double sided ideal D, then

A/B ∼= A/D.

Note that defining the coset D + a for a ∈ A as the subset of A given by

D + a = {d+ a ∀ d ∈ D}

then we may equivalently take

p : a 7→ D + a.

Altogether we have that

0→ D
s→ A

p→ A/D → 0

is exact at D,A and A/D.
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5.1.3 Linear representation theory

If we have a basis of elements {vi} of the algebra A, multiplication of any
of these by a generator on the left (or right) gives a new element of the
algebra which must be a linear combination of elements of the basis set
again. Restricting to multiplication on the left, if a ∈ A then there exists a
unique matrix C(a) with complex elements C(a)ij such that

avi =
∑

j

C(a)ijvj .

The matrix C(a) represents an element a by giving the transformation of
each element of the basis set into the appropriate linear combination. The
morphism here is actually

a 7→ CT (a)

since

bavi = b
∑

j

Cij(a)vj =
∑

j

Cij(a)
∑

k

Cjk(b)vk =
∑

k




∑

j

Cij(a)Cjk(b)



 vk

so we then get
ba 7→ [C(a)C(b)]T = C(b)TC(a)T .

This faithful representation of A is called the regular representation.
In general there will be subspaces of A which are also closed under

left (right) action of A, such as the left (right) ideals. Each gives rise to
representations of A in the same way as above.

More generally still, any vector space V with a bilinear map A×V → V
such that for all a, b ∈ A and v, w ∈ V

(a+ b)v = av + bv

a(v + w) = av + aw

(ab)v = a(bv)

( 1v = v )

is called a left A module, and gives rise to an isomorphism class of repre-
sentations of A (one for each basis of V ) in the same way.

Here we usually regard isomorphic left A modules as being the same
module. We do not regard isomorphic but distinct representations as be-
ing the same, since in transfer matrix construction such representations
would give rise to distinct Boltzmann weights. On the other hand, isomor-
phic representations would give rise to very strongly equivalent statistical
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mechanical models, since the spectrum of the transfer matrix would be
identical.

Right A modules may be similarly defined. A left and right A module
M which also obeys the condition

(am)b = a(mb)

for all m ∈ M and a, b ∈ A is called an A bimodule. Note that A is itself
an A bimodule, by the associativity condition.

These other representations of the algebra may not be faithful. They
will, however, be faithful representations of some quotient algebra.

An invariant subspace of a left A module is any subspace which is closed
under the left action of A.

If a module contains no invariant subspaces under left action of A then
it is called a simple (left) A module. The consequent representations will
be irreducible.

Equivalently, as we have said, a d-dimensional representation is irre-
ducible if every d-dimensional matrix is the representative of some algebra
element.

A direct summand of a left A module V is any subspace which is closed
and whose complement in A is also closed.

Any subspace of a finite dimensional algebra A which is a direct sum-
mand of A under left action of the generators is called a projective (left)
A module. Bases for such a module will give rise to representations which
are direct summands of the regular representation.

We can always produce a representation of an algebra A by picking an
element a ∈ A and forming the associated left ideal. A basis for the ideal
may be obtained by running through b ∈ {vi} in some order and including
ba in each instance in the basis if it cannot be written as a linear combina-
tion of existing elements. This basis will then give rise to a representation,
in the same way as the basis set {vi}, except that it will not, in general,
contain a spanning set for the whole algebra A. The ideal will contain a
spanning set if the chosen element a ∈ A was the unit.

Direct sums of distinguished, but possibly isomorphic, vector spaces
formed in this way will clearly give rise to further representations of A.

A representation is decomposable if the basis vector space may be writ-
ten as the direct sum of 2 subspaces, both of which are invariant. Otherwise
it is indecomposable. For an example, consider the case q = i in the repre-
sentation given for example 1.

Indecomposable projective (left) A modules of dimension d will be de-
noted Pd, while simple modules will be denoted Sd.
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5.2 Physics and the radical

An element of an algebra a ∈ A is said to be nilpotent if repeated mul-
tiplication of a by itself eventually yields zero. An algebra is nilpotent if
every element is nilpotent. The radical J of an algebra A is the maximal
nilpotent double sided ideal of A.

A finite dimensional algebra is said to be semi-simple if it has no proper
nilpotent double sided ideal. In this case every indecomposable representa-
tion is irreducible, and each simple module is a projective module.

In many of the physically interesting cases, however, the relevant alge-
bras are not semi-simple and an arbitrary representation cannot necessarily
be written as a direct sum of irreducibles. In general this complication may
be overcome by quotienting an algebra A by its radical J (see, for example,
Anderson and Fuller 1974). Because this radical is nilpotent it contributes
only non-propagating contributions to the transfer matrix, which do not
affect the bulk properties (that is, they will disappear when T is raised to a
high power, or equivalently they do not affect the characteristic polynomial
or spectrum of T ). The quotienting leaves a semi-simple ‘top’ algebra A/J ,
which is the maximal semi-simple quotient of A.

In the Q = 0, 1, 2, 3 state Potts cases the algebra is further quotiented to
leave an algebra with only unitarisable representations (i.e. representations
in which the generators {Ui} are self-adjoint, or Hermitian matrices). This
combined quotienting is relatively easy (see chapter 6), but unfortunately
it has the effect of eliminating some propagating contributions, i.e. long
distance properties, in more general models based on the Temperley-Lieb
algebra. That is, it eliminates operators which would not normally disap-
pear when T is raised to a high power. For example, with Q = 1 it leaves
only a one dimensional quotient algebra whereas, as we shall see, there are
an infinite number of distinct irreducible representations in the thermody-
namic limit. These are physically relevant, for example, in the percolation
problem (see Baxter 1982). We will discuss the minimal quotienting proce-
dure which leaves all of them intact.

Perhaps the key reasons, however, for concerning ourselves with the
more esoteric aspects of the structure of algebras are:

i) the fact that the Ising model was solved because a key simplification
(equation 3.8) arose out of the apparent complication of the extra structure
of the Temperley-Lieb algebra at Q = 2;

ii) because it seems to be the easiest way to get at the part of the
structure which is physical.

There is also the structural similarity with Virasoro algebras (the alge-
bras of conformal transformations in quantum field theory), which was a
large part of the original interest in these studies, and which is still unex-
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plained (see later).

5.3 Induction and restriction

Suppose we have an algebra homomorphism

ψ : B → A

(for example, through B ⊂ A or A = B/J), then any representation of A,
R : A say, gives rise to a representation of B by using only the represen-
tatives of the images under ψ (for example, if B ⊂ A then keep only the
representatives of the appropriate subset). We call this process restriction
of R : A to B, and denote such a representation by R : A ↓ B.

At the level of modules, let us denote an arbitrary left A module by AM .
If B ⊂ A then AM is already a perfectly good B module by the insertion
B → A. The restriction of AM to a B module is written B ↓A M .

More generally, if
ψ : B → A

then AM may be regarded as a B module by defining the multiplication
B × AM → AM by

bm = ψ(b)m

for all b ∈ B and m ∈ AM .
Now A itself is an A bimodule (we can write AAA), therefore it is also a

left A right B module, a (A,B)-module, by restriction (let us write AAB).
Let us define the tensor product over B of AAB with an arbitrary left B
module BN as the ordinary tensor product quotiented by a certain set of
equivalence relations:

AAB ⊗B BN = AAB ⊗ BN/ ∼

where the equivalence relations are

aψ(b)⊗ n ∼ a⊗ bn

for all n ∈ N , a ∈ A and b ∈ B (if B ⊂ A then ψ(b) = b). We then define
the module induced on A by BN as

A ↑B N = AAB ⊗B BN.

For example, if J is the radical of B and

ψ : B → B/J
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then

B/JB/JB ⊗B BN = N/JN.

For B an algebra we define a morphism of B modules to be any map

ψ : BN → BM

taking
x 7→ ψ(x)

such that for all b ∈ B and x ∈ BN

bψ(x) = ψ(bx).

A Category of (left) A modules is a set of (left) A modules together with
the morphisms between modules in the set.

Let us restrict attention to left modules M of algebras A which have
the property that the map

A×M →M

is surjective (we write AM =M). We will call the category of such modules
the surjective category. Note that all the modules for algebras with a unit
have this property.

Furthermore

Proposition 1 For A any algebra and e an idempotent in A then the sur-
jective category of left AeA modules includes all quotients of AeA as a left
module.

Proof:
Let us write B = AeA, then

B ×B → B (5.1)

is surjective, since for all a, b ∈ A

aeb = aee.eeb.

Now suppose I an invariant subspace of B (as a left module), then

B(B/I) = (BB)/I = B/I

i.e. B/I is in the surjective category.
This concludes the proof of proposition 1.

More explicitly, consider
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Proposition 2 Let B be an algebra, and M a left B module, then

B ×M →M

is surjective if and only if there exists at least one injective set map

c :M → B ×M

c : x 7→ b×m
such that x = bm.

The proof follows immediately from the definition of a surjection.

Corollary 2.1

B ⊗B M ∼=M.

Proof:
The isomorphism takes

b⊗m↔ bm.

Then for I an invariant subspace of B the surjective property BB = B
implies that every element of B, and hence every a ∈ B/I may be written

a = bh

for some h, b ∈ B. On the other hand, there exists a suitable h ∈ B/I itself,
since I is an invariant subspace. Therefore from proposition 2 the map

B ×B/I → B/I

is surjective.
This concludes the explicit proof of proposition 1.

If HomA(AV,AW ) is the vector space of A homomorphisms from AV →
AW , then Frobenius reciprocity is the isomorphism

HomA(A ↑B N,AM) ∼= HomB(BN,B ↓A M).

This is a standard result for unital algebras (see, for example, Anderson
and Fuller 1974). That it holds for surjective categories has been pointed
out by Westbury.
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A proof is obtained as follows. First we construct a map α from the
right hand side to the left hand side; then we will construct another map β
which reverses the arrow; and finally we will show that the composites αβ
and βα are both identity maps.

For every morphism of B modules

ψ : BN → B ↓A M

define a map
α(ψ) : AAB ⊗B BN → AM

by
α(ψ) : a⊗ x 7→ aψ(x)

where the quotient is to be understood. Note that

α(ψ)(ab ⊗ x) = α(ψ)(a ⊗ bx)

since
α(ψ) : ab⊗ x 7→ abψ(x) = aψ(bx).

This α(ψ) is a morphism of A modules since for all a′ ∈ A

a′α(ψ)(a ⊗ x) = a′aψ(x) = α(ψ)(a′a⊗ x).

For every morphism of A modules

θ : AAB ⊗B BN → AM

taking
a⊗ x 7→ θ(a⊗ x)

such that for all a′ ∈ A

a′θ(a⊗ x) = θ(a′a⊗ x)

define a map
β(θ) : BN → B ↓A M

by the following construction.
Recall that

B × BN → BN

surjective implies that for all x ∈ BN there exists some y ∈ B ⊂ A and
z ∈ BN such that yz = x (y and z are not necessarily unique, but for
example if B has a unit we may take y = 1, z = x). In any case, to each
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x we can think of associating a specific pair y, z such that yz = x, then we
take

β(θ) : x 7→ θ(y ⊗ z).
This is a morphism of B modules since for all b ∈ B

bβ(θ)(x) = bθ(y ⊗ z) = θ(by ⊗ z) = θ(b ⊗ x)

while with y′z′ = bx

β(θ)(bx) = θ(y′ ⊗ z′) = θ(b⊗ x)

by definition of the tensor product.
We find

α(β(θ))(a ⊗ x) = aβ(θ)(x) = aθ(y ⊗ z) = θ(a⊗ x)

so β is 1-to-1 and α is onto, and

β(α(ψ))(x) = α(ψ)(y ⊗ z) = y.ψ(z) = ψ(yz) = ψ(x).

QED.
Consider the following example:
For algebra B = C take BN to be the unique simple module, and for

A = T (i) (i.e. d = 0) take AM the simple module spanned by U . We have,
denoting modules by their generators,

HomA({1, U}, U) ∼= HomB(1, 1).

There is clearly a basis of exactly one morphism on the right. On the left

f : {1, U} → U

defined by
f : a 7→ Ua

is the only possibility. Is this a morphism? Well,

1.f1 = 1.U = U = f1.1

U.f1 = U.U = 0 = fU.1

U.fU = U.0 = 0 = fU.U

and
1.fU = 1.0 = 0 = f1.U

so yes!
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Because lattice models can usually be formulated on lattices of various
widths, the corresponding transfer matrices may often be associated with
towers of algebras A1 ⊂ A2... ⊂ A∞. Let Jk be the radical of Ak, then a
Bratelli diagram describes the irreducible content of

R : An/Jn ↓ An−1/Jn−1

for all n and all simple (or all projective, or all generically simple) R.

5.4 On the structure of algebras

The regular representation contains copies of all the irreducible represen-
tations of a finite dimensional unital algebra (semi-simple or otherwise) as
simple modules. By definition the regular representation may be written as
a direct sum of indecomposable projective left modules (which give inde-
composable representations). There is a bijection between indecomposable
projectives P and irreducibles S which sends P to P/JP . Furthermore,
the multiplicity of P in the regular representation is the dimension of the
associated irreducible.

To see this consider the example of an application of Frobenius reci-
procity given above. More generally we see that if AM is a simple module
it will appear as a quotient of AAA (which is the A module induced from
the simple module for B = 1) exactly dim(AM) times:

HomA(A,AM) ∼= HomC(C,C ↓A M).

The claimed result then follows from the bijection S ↔ P/JP (which is
not so easy to prove.....).

In the next chapter we thus start by writing down the regular represen-
tation for the Temperley-Lieb algebra. We will give various bases for this
representation, which will allow us to discuss the structure of the algebra,
and its top, and hence label possible long distance properties of statistical
mechanical models.

Every algebra of dimension d is a subalgebra of the algebra of d × d
matrices Md(C), which has dimension d2.

The structure of an algebra as a subalgebra of Mdim(A)(C) may be
exhibited directly with elements of the algebra. For each independent ele-
mentary matrix (matrix with one non-zero entry) there is a corresponding
elementary operator.

An element of an algebra e ∈ A is idempotent if ee = e. The double
sided ideal generated by an idempotent is projective. To see this consider
the decomposition

A = Ae⊕A(1− e).
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An idempotent e ∈ A is primitive if there exist no non-trivial pair of idem-
potents e1 and e2 in A such that e1 + e2 = e and e1e2 = e2e1 = 0. For
example, the primitive idempotents in the algebra generated by {1, U} for
d 6= 0 are

1− U/d
and

U/d.

When d = 0 neither of these is well defined and the only primitive idempo-
tent is 1 itself.

Equivalently, in the case of semi-simple algebras, an idempotent e is
primitive if, for every element in the algebra W , we have eWe = χ(W )e,
where χ(W ) is a complex scalar depending only on W . In this case the
left ideal generated from a primitive idempotent is indecomposable and
hence irreducible. To see this suppose that the left ideal generated from
e is decomposable. Then by the definition there exists for some b ∈ A an
element be such that ebe 6= χ(b)e for any complex number χ(b).

5.4.1 Morita equivalence

A weaker property of an algebra than equivalence to a known algebra, but
which is nonetheless a significant first step in determining the structure, is
Morita equivalence.

What follows is standard for unital algebras (e.g. in Anderson and
Fuller 1974). The generalisation to surjective categories was suggested by
Westbury.

Surjective categories of modules for algebras A and B are said to be
Morita equivalent if there exist left projective bimodules AVB and BWA

such that

AVB ⊗B BWA = A

and

BWA ⊗A AVB = B.

The significance of Morita equivalence may be understood in terms of
morphisms of modules:

We can use the AVB and BWA bimodules to define set maps between
the sets of left A and left B modules as follows. Let us consider the left A
modules AM and AN , and the left B modules BM

′ and BN
′, . Then

F :M 7→ BWA ⊗A AM.

The map is defined similarly on N .
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The map defined using AVB is

G : M ′ 7→ AVB ⊗B BM
′.

We will give examples when we come to talk about specific algebras (see
chapter 9).

We can extend F to define a map of algebra homomorphisms com-
plimentary to the set map. Suppose there is an algebra homomorphism
ψ : M → N . Let us consider x ⊗ y ∈ F : M , i.e. x ∈ BWA and y ∈ AM ,
such that

ψ : y 7→ ψ(y),

then

F (ψ) : x⊗ y 7→ x⊗ ψ(y).

A B module homomorphism map extending G may be similarly defined.
The direction of homomorphisms is preserved (with respect to the set map)
by construction in either case, as is the identity map. Furthermore, suppose
we have two composable algebra homomorphisms ψ and ψ′ such that

y
ψ7→ ψ(y)

ψ′

7→ ψ′(ψ(y)) = (ψ′ψ)(y),

then the composite of morphisms maps under F to F (ψ′)F (ψ) = F ((ψ′ψ)),
again by construction.

Such a joint map of modules and morphisms is called a functor. Com-
posing the functors F and G we find that both FG and GF act as the
identity on the appropriate modular categories. For example,

AM
F7→ BWA ⊗A AM

G7→ AVB ⊗B (BWA ⊗A AM)

= (AVB ⊗B BWA)⊗A AM ∼= AM

where, since the product of bimodules is the regular representation bi-
module, the last isomorphism uses the property of surjective categories in
corollary 2.1.

The images of M and N under F are distinct if and only if M and N
are distinct, and similarly for M ′, N ′ under G. To see this note that the
necessity part is by construction, while sufficiency follows from the ‘inverse’
relationship of F and G.

Any homomorphism among the A modules thus implies a matching
homomorphism among the B modules, and vice versa. This is the key
consequence of Morita equivalence.
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5.5 Centraliser algebras

Let A be an algebra, and M a left A module, then the algebra of endomor-
phisms of M which commute with the action of A is written

B = EndA(M)

and is called the centraliser algebra of A with respect to M . If M is a
faithful left A module, then

A = EndB(M).

Let {V (i)} be a set of inequivalent indecomposable left A modules, such
that M has an A module decomposition

M = ⊕ni=1miV
(i)

then B has n irreducible representations, with dimensions mi. Similarly if
{W (j)} are indecomposable B modules, and

M = ⊕jnjW (j)

then A has irreducible representations of dimension ni.
An example of a centraliser algebra will appear in the next section.

5.6 Bialgebras

Any group G has a natural group homomorphism

△ : G→ G⊗G

called comultiplication, defined for a ∈ G by

△(a) = a⊗ a.

This means that if V and W are representations of G then the representa-
tion V ⊗W of G⊗G may be pulled back along △ to give a representation
of G.

Obviously there is no such natural comultiplication for algebras. An
algebra A with a unit is a bialgebra if there is a morphism

△ : A→ A⊗A

called comultiplication, which, for all a ∈ A and b, c ∈ A such that

△(a) = b⊗ c
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satisifies the coassociativity condition

△(b)⊗ c = b⊗△(c) ∈ A⊗A⊗A.

Any bialgebra therefore has tensor product representations. The diffi-
culty is in finding a comultiplication △.

The universal enveloping algebras of Lie algebras have comultiplications
which are recovered from their close associations with Lie groups. Jimbo
1985 and Drinfeld 1985 found that they could define certain one complex
parameter deformations of the relations for these algebras, for which co-
multiplications could in turn be defined by deformations of the standard
ones.

For example, following Lusztig 1989, for q a complex parameter let
UqSl(2) (q not a root of unity) be the algebra with generators E,F,K±1

and relations
KE = q2EK

KF = q−2FK

[E,F ] =
K −K−1

q − q−1
.

Defining

[N ]! =

N∏

s=1

qs − q−s
q − q−1

then if q is an lth root of unity we include the additional generators

E(l) = El/[l]!

and
F (l) = F l/[l]!.

These algebras have comultiplication given by

△(E) = E ⊗ 1 +K ⊗ E

△(F ) = F ⊗K−1 + 1⊗ F
and

△(K) = K ⊗K.
Iterating k − 1 times we have

E 7→
k∑

i=1

(
⊗i−1K

)
⊗ E ⊗

(
⊗k−i1

)
.
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Similarly

F 7→
k∑

i=1

(
⊗i−11

)
⊗ F ⊗

(
⊗k−iK−1

)

and
K 7→ ⊗kK.

In particular, UqSl(2) has the following representation:

E =

(
0 1
0 0

)

F =

(
0 0
1 0

)

K =

(
q 0
0 q−1

)

.

This implies, through the iterated comultiplication, an action of UqSl(2)
on ⊗kV2. We can then ask, what is the sequence of algebras, indexed by k,
defined by EndUqSl(2)(⊗kV2)?

For 0 < i < k let us define

Ui = ⊗i−112 ⊗







0 0 0 0
0 q −1 0
0 −1 q−1 0
0 0 0 0






⊗ ⊗k−i−112.

The matrix Ui commutes with every summand of the tensor representation
of E, except for the the ith and (i + 1)th. By direct computation we find
that it commutes with these two taken together. We see immediately that
Ui ∈ EndUqSl(2)(⊗kV2). We will find in chapter 13 that these matrices
generate the whole centraliser algebra.

5.7 Algebraic overview of following chapters

Let G be an arbitrary unoriented graph with an An subgraph, let G′ be
the graph obtained by decorating every bond of G with a node, and let
nG be the set of nodes of G′. Then GB is the algebra with generators
{g±1
i |i ∈ nG} and relations

gigjgigj... = gjgigjgi...

where the number of factors on each side is equal to the number of bonds
between i and j, plus 2. By decorating every bond of G we have ensured
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that the maximum number of factors is 1+2=3 (but see e.g. Hoefsmit
1974).

We have the following table of algebra morphisms:

GB
m1←− AnB = B2n

m7−→ NV2n−1(x)

↓ m2 ↓ m2

GH(q)
m1←− AnH(q) = H2n−1(q)

↓ m3 ↓ m3

GNH(q)
m1←− NH2n−1(q)

m8←− EndUqSl(N)(⊗mVN+p)

↓ m4 ↓ m4 l (N = 2)

GT (Q)
m1←− T2n−1(q)

m8←− EndUqSl(2)(⊗mV2+p)

↓ m5 ↓ m5

GT u(Q)
m1←− T u2n(q)

↓ m6

G2n(Q, pf )

↓ m′
6

G2n(Q)

Here we will only give a précise and chapter reference for each morphism:
m1 is injection of the subalgebra associated with the An subgraph (chap-

ter 8 - only the Temperley-Lieb case is dealt with explicitly);
m2 is the (local) Hecke quotient

g2i = q2 + (1− q2)gi
(chapter 9 - only the An case is dealt with explicitly);

m3(N) are further Hecke quotients (chapter 9);
m4 is the Temperley-Lieb quotient (isomorphism for N = 2)

{gi, gi+1} = gi + gi+1 + gigi+1gi − 1
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(chapters 6 and 8 - note that the parameterisations by q and Q are distinct,
but readily interchangeable);

m5 is a quotient, first by the Jacobsen radical and then to unitarisable
representations - trivial for some q not roots of unity - which may be done
all in one go using the quotient relation

Er(q) = 0

(chapters 6, 7 and 8);
m6 is injection of the unitarisable Temperley-Lieb quotient as a subal-

gebra of the generalised Clifford algebra, corresponding to the occurence of
the Potts model as a special case of ZQ symmetric models (chapter 10);

m7 are other quotients of the braid group, that is with higher than
second order local relations (chapter 12, Baxter 1982, Birman and Wenzl
1988);

m8(e) is (generically) injection of a cabling subalgebra associated with
the cable idempotent e, with p and m depending on e and n (chapter 13,
Deguchi, Wadati and Akutsu 1988, Murakami 1989, Date et al 1988).

5.7.1 On the braid group

As we can see, the group algebra of the braid group is one of the main
source algebras for the algebraic approach to the formulation of statistical
mechanical models. At this stage it is worth reviewing some useful features,
which carry over into the heirarchy of quotient algebras.

The braid group on n strings Bn may be defined by the generators
{gi, g−1

i ; i = 1, 2, .., n− 1} and relations

gig
−1
i = 1

gigi+1gi = gi+1gigi+1

gigi+j = gi+jgi (j 6= ±1)
(Birman 1974). We also use Bn to denote the associated group algebra.

Of equal standing is the geometrical picture of elements of Bn as con-
figurations of n strings traversing an oriented box from top to bottom with
no doubling back. Here two configurations are equivalent if one can be
moved into the other without cutting any string. The equivalence class of
the identity includes (but is not restricted to) all n string boxes with no
overlaying strings. Group composition of elements a, b ∈ Bn means con-
necting the bottoms of the strings in a with the tops of the strings in b (by
a representative of the identity). The orienting of the boxes is necessary
because some braids look different from the back.
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This scheme may be represented conveniently on the plane, provided
we preserve the over/under information as in the following representative
of the generator gi:

gi 7→
✂✂

✂✂❇
❇
❇❇

The compositions involved in the braid identities then become

✂✂

✂✂❇
❇
❇❇

✂✂

✂✂❇
❇
❇❇

✂✂

✂✂❇
❇
❇❇

=

✂✂

✂✂❇
❇
❇❇

✂✂

✂✂❇
❇
❇❇

✂✂

✂✂❇
❇
❇❇

and so on.

5.7.2 Algebra morphisms

The way in which Bn algebra morphisms pull through to the quotient al-
gebras we are interested in makes some of them very useful in statistical
mechanics. All the ones we will discuss have an important geometrical sig-
nificance, which we will return to once we have got the definitions out of
the way.

Let G ∈ Bn be defined by

G =
n−1∏

i=1

gi

i.e.

G 7→
❍❍❍❍❍❍✂
✂✂
✂
✂✂
✂✂

✂✂

✂✂

✂✂ ✂
✂✂

✂
✂✂

and
g0 = Ggn−1G

−1
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Then with the index on generators to be read mod n, the translation auto-
morphism

Bn
(m)→ Bn

is defined by
(m) : gi 7→ gi+m .

There is a similar but distinct ‘translation’ obtained by replacing G with
G−1. Many other automorphisms with the flavour of a translation may be
constructed.

An alternative set of generators for Bn is g±1 = g±1
1 and G±1. Proof:

Gi g G−i = gi+1.

Because of this, any quotient relation automatically spawns a set of trans-
lations of itself, which streamlines presentations. It is also convenient to
use g as a notational representative of gi.

LetM ∈ Bn be defined by (any braid equivalent to) puting a 180o twist
in the identity element:

M 7→
❍❍❍❍❍❍✟✟

❩
❩

✚
✚
❏❏

✡✡

✡✡

❏❏

✚✚

❩❩

✟✟

then the reflection automorphism

Bn
(−)→ Bn

is defined by
(−) : gi 7→ gn+1−i

Note that
(−) : G 7→ G̃

(chapter 2) so
(−) : g0 7→Mg0M

−1.

It is easy to see from the representation

❍❍❍❍❍❍✟✟

❩
❩

✚
✚
❏❏

✡✡

✡✡

❏❏

✚✚

❩❩

✟✟

❍❍❍❍❍❍✟✟

❩
❩

✚
✚
❏❏

✡✡

✡✡

❏❏

✚✚

❩❩

✟✟

that M2 = Gn is central.
æ
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Chapter 6

Temperley-Lieb algebras:
generic cases

On the next 3 chapters

In the next three chapters a compendium of useful results for the Temperley-
Lieb algebras is collected. Several representations coming from statistical
mechanical models are described, and used to determine the structure of
the algebras.

The Temperley-Lieb algebras Tk(q) introduced in chapter 2 are indexed
by the number k of Temperley-Lieb generators Ui, and parameterised by a
scalar q. In the present chapter we collect those results which hold for all
q, and those which hold for all but exceptional values of q. In particular
we write down the regular representation of the Temperley-Lieb algebra
Tk(q) in the basis of inequivalent reduced words on the k Temperley-Lieb
generators.

As we have shown, when k = 2n− 1 representations of these generators
may be used to construct the transfer matrices for statistical mechanical
models on an n site wide lattice. We show here that the generically irre-
ducible representation of T2n−1(q) responsible for the unique free energy
in such models restricts to the regular representation of Tn(q). We give
equivalent forms for the regular representation, derived from lattice mod-
els, which manifest its indecomposable structure when k and q are such
that Tk(q) is a semi-simple algebra.

In the next chapter we will generalise to obtain the structure of Tk(q)
when not semi-simple. In subsequent chapters we will generalise to algebras
associated with higher dimensional statistical mechanical models, and to
algebras realising models with more general interactions.

137
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6.1 Review

The n-site layer transfer matrices for a wide range of statistical mechanical
models, including the Q-state Potts models (chapter 1), the percolation
problem, the ice-type/6 vertex models (Baxter 1982 and chapter 12) and
the critical Andrews Baxter Forrester models (ABF 1984), may be written
in the form

T =




∏

i=1,..,n

(1 + xU2i−1)








∏

i=1,..,n−1

(x+ U2i)



 . (6.1)

Here the matrices {Ui : i = 1, ...., 2n− 1} give a representation for the
generators of a Temperley-Lieb algebra Tk(q), where k = 2n− 1 and

q =

√
Q±√Q− 4

2

i.e.
q + q−1 =

√

Q

(Temperley and Lieb 1971). This algebra is abstractly defined by the k
generators and relations

UiUi =
√

QUi (6.2)

UiUi±1Ui = Ui (6.3)

UiUi+j = Ui+jUi (j 6= 1) (6.4)

which generalise automatically to even k. In most statistical mechanical
contexts the variable q can be an arbitrary scalar parameter (the Potts
model case is an exception here, since it only makes sense for positive integer
Q). This parameter is fixed for a given model. On the other hand the
variable x in equation 6.1 is a function of the temperature (see chapter 2).
The precise representation of the algebra involved in the transfer matrix
depends again on the model, and on the boundary conditions.

For various reasons interest in Temperley-Lieb algebras is extremely
widespread. In addition to their relevance for statistical mechanics and
conformal field theory they have an intimate connection with knots and
braids (see below). These are now the focus of physicists attention in their
own right, following recent developments in quantum field theory and string
theory. For this reason the oportunity will be taken here to provide the tools
for a detailed analysis of any Temperley-Lieb algebra.

The regular representation has as a basis any basis of elements of the
algebra. Specifically we may use the set of all words in the generators {Ui}
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which are distinct under the relations. We will show how to take linear
combinations of these operators in order to exhibit the structure of the
algebra (ie. to construct primitive idempotents and so on).

6.1.1 Technical notes

Up to overall factors of
√
Q the relations 6.2 to 6.4 take words in the

generators to other words. The length of a word is the number of generators
in the word.

We will call a word in the generators a reduced word if its length cannot
be shortened by applying the relations (ignoring factors of

√
Q). The only

ambiguity in the expression of a reduced word then comes from the possible
juxtapositions of commuting generators. With this in mind it is useful to
introduce the notion of stacking. A word including a sequence of mutually
commuting generators may sometimes be written with these generators
stacked:

U1

U2 U2 = U2U3U1U2 = U2U1U3U2

U3

As indicated, this means that the relations may be used to write the gen-
erators in the stacked part in any order.

The dimension of the algebra, or equivalently the number of words in
the generators (including the unit) which are linearly independent under
the relations, is clearly independent of q.

The alternative set of generators

t±1
i = 1− q±1Ui (6.5)

obey the braid relations (noted in Temperley 1986),

titi±1ti = ti±1titi±1 (6.6)

plus
t2i = (1 − q2)ti + q2 (6.7)

and
{ti, ti+1} = ti + ti+1 + titi+1ti − 1. (6.8)

When q = 1 the relations 6.6 and 6.7 define the group algebra for the
symmetric group on k+1 objects, Sk+1, and 6.8 the quotient corresponding
to two row Young tableau.

The algebra Tk(q) has an involution

R : Ui 7→MUiM
−1 = Uk−i+1
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corresponding to the reflection symmetry on the lattice. We desribe the
operator M in chapters 3 and 13.

Let us define Uk+1 = U0 as a certain special element of Tk(q) which
obeys the relations as if the indices are defined mod 2n, but which is not a
new generator. Then the algebra has further automorphisms

t : Ui 7→ GUiG
−1 = Ui+1 (6.9)

(corresponding to duality/translation on the lattice) where a convenient,
but not unique, realisation for G is given by

G =

k∏

i=1

ti. (6.10)

In particular, U0 = GUkG
−1 , and U1 = GU0G

−1 .
Note that any Tk(q) may, therefore, be alternatively generated by a pair

of generators {U1, G}. We will return to these points later.
We will use the notation WT for the element of the algebra obtained by

writing the generators in elementW in reverse order. Note that equation 6.8
is invariant under the reversal W →WT , as are the defining relations.

Note that Tk(q) ⊂ Tm(q) if and only if k < m. The subalgebra can be
realised in various ways, the most obvious being identification of the first k
generators. We will occasionally discuss constructions involving some set of
generators in an abstract sense, without specifying k. Such constructions
apply to any algebra containing sufficient generators.

6.2 Preliminary remarks

The transfer matrix in equation 6.1 provides for the construction of a lat-
tice model partition vector on a plane rectangular or, equivalently, a cut
cylindrical lattice. We can close the cylinder by incorporating the factor
(x + U0) into equation 6.1. However, in order to consider 2 dimensional
lattices on surfaces of the more general type described in section 1.2.2 we
need to be able to work with lattice ‘pants’ (a discussion of higher dimen-
sional lattices will be given in chapter 8). The lattice in the pants is now
to be seen as a graph with many ‘internal’ nodes and 3 sets of ‘external’
nodes called boundaries.

Perhaps the simplest (and the historically correct) place to begin our
discussion is the Whitney polynomial representation of the Potts model,
described in section 1.5. In this case the most important peices of infor-
mation for extending the partition vector lattice from a given pants are
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Figure 6.1: Schematic tailoring of lattice pants.

the connectivities of the nodes, a) within each of the three sets of external
nodes (possibly via internal nodes); and b) between the sets. We will see
shortly that this list of connectivities form a basis for representations of
distinct Temperley-Lieb algebras (Martin 1986b) simultaneously at each of
the three boundaries - a tri-module. Composing boundaries (i.e. connect-
ing nodes in pairs) between 2 pants builds basis states for more complicated
modules. By ignoring (or connecting all of the nodes in) one of the bound-
aries the pants can be used to construct assymetric bimodules - relating
pairs of TL algebras with different numbers of generators (see figure 6.1).
This is one of the striking ways in which physics gives us a handle on these
towers of algebras. Since they describe similar systems (differing only in
size) it forces on them a well structured heirarchy.

We will return to the details of the Whitney representation shortly.
One idea which is useful to abstract from it first is that of a diagrammatic
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representation of the algebra for the plane (or cut cylinder).

6.2.1 Two faithful diagrammatic representations

1) Whitney diagrams

Consider the infinite set Tk of square lattices of width (i.e. horizontal
length) [k/2] bonds, and arbitrary finite height (vertical length), where the
last vertical line of bonds are marked if k is even. Associate to each such
lattice L ∈ Tk the set L′ of unmarked bonds of L. Then the set P (L′) is
the set of ‘bond coverings’, i.e. the power set of L′ (the set of all possible
subsets of the set of unmarked bonds of L). A set P (L) is obtained from
P (L′) by adding to each element the set of marked bonds of L. The set T ′

k

is the union of the sets P (L) over Tk

T ′
k =

⋃

L∈Tk

P (L).

Regarding L as a graph, we can form a subgraph of L from l ∈ P (L), called
a Whitney diagram, by drawing only the bonds in this set. We will also
call this subgraph l. In this case we say the lattice L supports the subgraph
l.

Two nodes or sites of the lattice L are connected in the subgraph ob-
tained from any l ∈ P (L) if there is a path from one to the other on bonds
of the subgraph. An isolated connected cluster is a connected cluster of
nodes not connected to any point on the top or bottom layer of L.

We define a multiplication

T ′
k × T ′

k → T ′
k

by
l1l2 7→ l3 (6.11)

where l3 is obtained by adjoining the top layer of the lattice supporting l2
to the bottom of that supporting l1 (a bond is present in l3 in the merged
layer at the line of contact if one is present in either l1 or l2).

Now form the set R′
k of cosets of T ′

k, where a coset consists of all bond
coverings which give the same list of connections between nodes i) within
the top layer of the lattice, ii) between nodes within the bottom layer of
the lattice, and iii) between the top and bottom layers.

Define the order of a subgraph l of L ∈ Tk as the number of horizontal
bonds present plus the number of vertical bonds absent in l when compared
to the k full lattice layers present in L. We will (not necessarily uniquely)
label each coset by some element of the coset with the property that no
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element has lower order, and, given this, that no element has fewer lattice
layers.

We define an algebra Jk(q) from the set of cosets by defining a multi-
plication of cosets C1, C2 ∈ R′

k as follows. Take a labeling element of each
coset, c1, c2 ∈ T ′

k, say, and form a new bond covered lattice from these by
identifying the bottom layer of c1 with the top layer of c2, where any bonds
in either of these layers are to be included. This layer is then an internal
layer, whose connections can be forgotten (except in so far as they affect
the new type (iii) connections), and we have an element c3 of some new
coset C3. Multiplication is then defined by

C1C2 7→ QnC3

where n is the number of isolated connected clusters in c3.
For 0 < i < [k/2] let us introduce generators (i i + 1) ∈ Jk(q). Such

a generator is defined by the coset including the subgraph of the lattice of
height 0 with only the bond between nodes i and i+ 1 present:

(i i+ 1) = r r r r r r r r r r r ri

For 0 < i ≤ [(k− 1)/2] define generators (i.) ∈ Jk(q) by the coset including
the subgraph of the lattice of height 1 with no horizontal bonds present
and only the vertical bond in position i absent:

(i.) = r r r r r r r r r r r rr r r r r r r r r r r ri

All cosets may be generated by these objects. To see this note that the
whole of T ′

k is generated by them using the multiplication 6.11 together
with occasional projections to the coset representative, since every row can
be built up with any bond present or absent.

A diagrammatic representation of words in the Temperley-Lieb algebra
Tk(q) is obtained by the maping

α : Tk(q)→ Jk(q) (6.12)

defined by
α : U2i/

√

Q 7→ (i i+ 1)

and
α :
√

Q U2i−1 7→ (i.).

It is easy to check that this is an algebra morphism, for example

(i.)(i i+ 1)(i.) = (i.)
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amounts to the statement that the subgraph

r r r r r r r r r r r rr r r r r r r r r r r rr r r r r r r r r r r rr r r r r r r r r r r ri

has the same list of connections within and between the top and bottom
layers as (i.). It follows that α is surjective. We will see in section 6.3 that
α is injective and hence an isomorphism. The labelling element of each
coset corresponds to a reduced word.

Note that no multiplication C1C2 increases the number of distinct con-
nected clusters connecting between the top and bottom layers. This means
that the subset of cosets with no connections top to bottom (or just the
one forced by k even) form a basis for a Jk(q) bimodule. Furthermore, the
subset with ≤ p distinct connections top to bottom also form a basis for a
Jk(q) bimodule.

These powerful properties are extensively generalised to algebras asso-
ciated with higher dimensional statistical mechanical models in chapter 8.

2) Boundary diagrams

The following construction is similar, but does not distinguish so strongly
between odd and even generators. This advantage is offset by the greater
versatility of the Whitney picture when it comes to treating more general
algebras. The following construction is used, however, in the study of ca-
bling subalgebras (chapter 13).

The procedure here is to represent the Whitney diagrams by the bound-
aries of connected regions. We can then discard the original lattice and
work in the abstract, as we will now describe.

Consider the set Dk+1 of diagrams consisting of 2 parallel horizontal
rows of k + 1 nodes with k + 1 non-intersecting strings lying in the plane
between rows and connecting the nodes in pairs.

The coset c(d) of a diagram d is the subset of all diagrams in the set
obtained by continuous deformations of d which hold nodes fixed.

Let us form an algebra Ak(q) from the set of cosets by defining multi-
plication of cosets. The multiplication of c(d1) and c(d2) first requires the
forming of a new element d′ of Dk+1 by joining the strings at the bottom
nodes of d1 with those at the top nodes of d2, and then discarding the inter-
nalised nodes and any closed loops of string. We then form the coset c(d′).
The multiplication in the vector space V with basis the cosets is given by

c(d1)c(d2) 7→ Qn/2c(d′) (6.13)

where n is the number of closed loops discarded.
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✝✆
✞☎

1 2 .. i i+1 .. k+1

Figure 6.2: Boundary diagram for Ui in Tk(q).

✝✆✞☎✝✆✞☎✝✆

i

✞☎
Figure 6.3: Boundary diagram exhibiting the relation UiUi+1Ui = Ui.

There is an isomorphism between Ak(q) and Jk(q). To see this number
the nodes in each row from 1 to k + 1 and consider Whitney diagram
lattice sites residing in the rows between each pair of adjacent nodes with
numbering (odd, even). Then every coset of boundary diagrams implies a
distinct list of connections between such objects, and hence a distinct coset
of Whitney diagrams, and visa versa.

A boundary diagrammatic representation of words in Tk(q) is obtained
as follows. The generator Ui in Tk(q) maps to the coset of the diagram
shown in figure 6.2. Generators are then composed by connecting the bot-
tom of the diagram for the first factor with the top of the diagram for the
second, so

UiUi+1Ui = Ui

is given by figure 6.3.
In such diagrams we simply pull the line starting in the i + 2 position

straight to exhibit the identity. To give a quick procedure for comparing
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✝✆

✞☎
✞✝☎✆

Figure 6.4: Diagram for UiUi before removing the closed loop.

coset representative diagrams we note that every diagram can be deformed
so as to consist of lines with at most one stationary point.

Similarly UiUi =
√
QUi is represented in figure 6.4. We can see from

equation 6.13 that the map is an algebra morphism, and we have from
the map 6.12 that it is surjective. We will see in section 6.3 that it is an
isomorphism, by a counting argument. Since we interpret closed loops as
contributing a factor

√
Q these diagrams can be used to match any word

to a reduced word, with an appropriate scalar factor.

6.3 Generic structure of Tk(q)

Preview

The main result of the next two sections is to be found on page 159. For n
a positive integer, r a complex number excluding the rationals,

q = eiπ/r

and
Q = 4 cos2(π/r) (6.14)

this is a theorem giving the structure of the algebra Tn(q) defined by the
generators {Ui : i = 1, 2, .., n} and relations

UiUi =
√

QUi (6.15)

UiUi±1Ui = Ui (6.16)

UiUj = UjUi i− j 6= ±1 (6.17)

The proof is straightforward, but requires careful organisation. To this end
we will adopt a more than usually formal style in its presentation.
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We will also need to do some preparatory work:

6.3.1 Combinatorial identities

Definition 1 For n = 0, 1, 2, 3, ... define the Catalan numbers Cn by:

Cn =

(
2n
n

)

−
(

2n
n− 1

)

=
(2n)!

n!(n+ 1)!
.

For example, the first few are:

n : 0 1 2 3 4 5 6
Cn : 1 1 2 5 14 42 132

Definition 2 For n,m ∈ Z+, m+n odd, m < n+2 and p = [(n−m+1)/2]
define integers Cn,m by

Cn,m =

(
n− 1
p

)

−
(
n− 1
p− 2

)

.

For example, the first few are:

Cn,m m = 1 2 3 4 5 6 7 8 9 10
n = 1 1
2 1 1
3 2 1
4 2 3 1
5 5 4 1
6 5 9 5 1
7 14 14 6 1
8 14 28 20 7 1
9 42 48 27 8 1

The following useful identities arise from the definitions:

Cn,m = Cn−1,m−1 + Cn−1,m+1 (6.18)

Cr = C2r,1 = C2r−1,2. (6.19)

Definition 3 For n, l,m, r integers, n, l + 1, r − 1 > 0, and 0 ≤ m < r
define integers Cn,lr+m,r as follows.

If lr +m > n+ 1
Cn,lr+m,r = 0

otherwise
Cn,lr,r = Cn,lr
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and for m 6= 0:
Cn,lr−m,r = Cn,lr−m − Cn,lr+m,r

or equivalently

Cn,(l−2)r+m,r = Cn,(l−2)r+m − Cn,lr−m,r
Alternatively for m 6= 0:

For a given n and r, define L by

L =
n+ 1− (n+ 1)mod r

r

Then for j, i integers define fm(j) by

fm(2i+ 1) = (L− 2i)r +m

and
fm(2i+ 2) = (L− 2i)r −m.

We then have

Cn,fm(2i+1),r =

i∑

j=0

Cn,fm(2i−2j+1) −
i−1∑

j=0

Cn,fm(2i−2j)

and

Cn,fm(2i+2),r =

i∑

j=0

Cn,fm(2i−2j+2) −
i∑

j=0

Cn,fm(2i−2j+1)

Definition 4 Define C′
n,fm(j),r by

C′
n,fm(j),r = Cn,fm(j+1),r

so that
C′
n,fm(j),r + Cn,fm(j),r = Cn,fm(j)

6.3.2 Sequence notation

Definition 5 Define a sequence {s} to be any ordered set of positive inte-
gers si indexed by i = 0, 1, 2, 3, ...

{s} = s0s1s2 .. si ..

with the properties
s0 = 1

and
si − si+1 = ±1. (6.20)

The length of {s} is the number of integers in the set.
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Note that s1 = 2 is forced.
A given sequence {s} is determined by the ordered list of its entries. An

example of such a sequence, of length 20, is

{s} = 12121212323456567654. (6.21)

Definition 6 A subsequence of {s} of length n is defined to be the ordered
set of positive integers obtained by taking any n consecutive elements of
{s}.
Note that a subsequence obeys equation 6.20 but the first element will not
be s0 = 1 in general.

Definition 7 If {s} has a subsequence of the form

g

si
︷ ︸︸ ︷

g ± 1 g

then si is said to be a maximum (resp. minimum) of {s}.
Definition 8 If si is a minimum of {s} then the sequence {si} is defined
by

sij = sj (j 6= i)

sii = si + 2.

For j, k ∈ Z+ suppose {s} has length l > k + j and

sk − sk+j = ±j.
Then the subsequence from sk to sk+j is uniquely determined by equa-
tion 6.20 (for k < i < k + j no si is a maximum or minimum). It follows
that {s} is also uniquely determined by the ordered list of its maxima and
minima, encapsulated by its end points.

Definition 9 For a, b positive integers let ab appearing within a sequence
denote the subsequence of length |b − a+ 1| defined by first element a and
last element b.

For example the sequence above may be written

{s} = 1212121326574.

Definition 10 For a, b, j positive integers let (ab)j denote the subsequence
defined in the following way:

(ab)1 = ab

and otherwise
(ab)j = ab (ab)j−1
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For example, the sequence above may be written

{s} = (12)31326574.

Definition 11 For n ∈ Z+ define S(n) as the set of all sequences {s}
having length n+ 1, i.e.

{s} = s0s1s2 .. si .. sn.

Definition 12 For n,m ∈ Z+ define S(n,m) as the subset of S(n) con-
sisting of sequences with final entry sn = m.

The range of values of m for which S(n,m) is not empty is

m = n+ 1, n− 1, n− 3, ...

Proposition 3 If S(n,m) is not empty then the order of the set is

|S(n,m)| = Cn,m.

Proof:
By condition 6.20 we have

|S(n,m)| = |S(n− 1,m− 1)|+ |S(n− 1,m+ 1)|,

c.f. equation 6.18, and S(1, 2) = 1.

Definition 13 Define P (n,m) as the set of pairs of sequences ({s}, {t})
for all {s}, {t} ∈ S(n,m).

Definition 14 Define S{t}(n,m) as the subset of P (n,m) obtained by tak-
ing all elements of P (n,m) with the same second sequence, {t}.

Definition 15 Define P (n) as the disjoint union of sets P (n,m) over all
values of m. That is the set of pairs of sequences of n+ 1 positive integers

({s}, {t}) = (s0s1s2..sn, t0t1t2..tn)

with
s0 = t0 = 1

sn = tn

si − si+1 = ±1
and

ti − ti+1 = ±1.
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Proposition 4 The order of the set P (n) is

|P (n)| = Cn.

Proof:
Note that

|P (n)| =
∑

m

|S(n,m)|2.

By a reflection symmetry we see that the subset of S(2n, 1) with the prop-
erty that Sn = m has order |S(n,m)|2. Therefore by equation 6.19 we
have

∑

m

|S(n,m)|2 = |S(2n, 1)| = Cn.

Definition 16 Define a partial order on sequences {s} in S(n,m) by

{s} ≤ {t}

if and only if

si ≤ ti
for all i.

Equivalently

{s} ≤ {t}
if and only if {t} can be obtained from {s} by a sequence of moves of the
form

{s} → {sj} → ...→ {v} → {vi} → ...→ {t}
Note that the definition (but not the equivalent form) may be extended

to define a partial order on sequences {s} in S(n).

Proposition 5 The poset is a lattice.

Outline proof:
The meet of {s} and {t}

{v} = {s} ∧ {t}

is given by

vi = lesser of si, ti

for all i.
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The universal bounds are as follows. Their is a unique ‘lowest’ of the
sequences {s} in S(n,m), for which {s} ≤ {t} for all {t} in S(n,m). We
will denote this sequence by {em}, so that with p = n−m+1

2

{em} = (12)p 1 m,

or simply by {e} in cases where no ambiguity arises. With d = n+m+1
2 the

unique highest sequence is given by

{f} = 1 d m .

Definition 17 For ({s}, {t}), ({v}, {w}) ∈ P (n,m) we define a partial or-
der by

({s}, {t}) < ({v}, {w})
if and only if either

{t} < {w}
or

{s} < {v}
and

{t} = {w}.

It follows from Proposition 5 that the poset is a lattice with universal
bounds ({e}, {e}) and ({f}, {f}).

It will be useful to be able to emphasise the entries in, and location
of, the particular 3 entry subsequence of a sequence {s} centered on the
element si. If

si−1 si si+1 = a b c ,

say, then we write this subsequence as

(abc)i .

In equation 6.21 we have, for instance,

{s} = ... (123)7 ... .

Then again, suppose {s} is a sequence with a subsequence of the form

... (g g − 1 g)i ...

then {si} is a sequence differing from {s} only in having the subsequence

... (g g + 1 g)i ...
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6.3.3 A primitive central idempotent in Tn(q)

Definition 18 For n a natural number define a function Pn(x) by

Pn(2 cos(π/r)) =
sin(nπ/r)

sin(π/r)

Note that

P0(x) = 0

P1(x) = 1

and

Pn+1(x) = xPn(x) − Pn−1(x)

For example, the first few are

n Pn(x)
0 0
1 1
2 x
3 x2 − 1
4 x(x2 − 1)
5 x4 − 3x2 + 1

Hereafter it is to be understood that Pn is a function of x = 2 cos(π/r) =√
Q as defined in equation 6.14.

Definition 19 Define a function kn by

kn = Pn−1/Pn

i.e.

kn(2 cos(π/r)) =
sin((n− 1)π/r)

sin(nπ/r)

Note that

1/kn+1 =
√

Q− kn
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A sequence of idempotents in Tn(q)

Definition 20 For m = 1, 2, 3, .., n+ 2 define Em ∈ Tn(q) by

E1 = E2 = 1

and then
Em ∈ Tm−2(q) ⊂ Tn(q)

and
EmEm = Em

and for i = 1, 2, ..,m− 2

EmUi = UiEm = 0.

Let us consider the existence and uniqueness of such an element.

Definition 21 Define I[m− 2] ∈ Tm−2(q) by

I[0] = 1

and
I[m− 2] = I[m− 3](1− km−1Um−2)I[m− 3]

The existence of I[m − 2] for a given value of r is guaranteed unless some
kn required in its construction has a pole at that point.

Proposition 6 If I[m− 2] exists then

Em = I[m− 2]

Proof:
From the definition Em is a primitive central idempotent in Tm−2(q)

containing the unit. Any two such objects must be identical. On the other
hand assume that for some non-negative integer b we have

Eb+2 = I[b]

and
(I[b]Ub+1)

2 = k−1
b+2 I[b]Ub+1

(both are clearly true for b = 0). Then

I[b+ 1]I[b+ 1] = (I[b]− kb+2I[b]Ub+1I[b])
2

= I[b]− 2kb+2I[b]Ub+1I[b] + k2b+2(I[b]Ub+1)
2I[b]

= I[b+ 1] (6.22)
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and
UiI[b + 1] = UiI[b]I[b+ 1] = 0

for (1 ≤ i ≤ b) and

Ub+1I[b + 1] = Ub+1I[b]− kb+2(Ub+1I[b])
2 = 0. (6.23)

Furthermore, we have

(I[b + 1]Ub+2)
2 = I[b+ 1]Ub+2(I[b]− kb+2I[b]Ub+1I[b])Ub+2

= I[b+ 1]Ub+2(
√

Q− kb+2)

= k−1
b+3I[b+ 1]Ub+2. (6.24)

Note that we have used the symmetry, by construction, of I[b] under reversal
of operator order

I[b] = I[b]T .

This completes the proof of proposition 6.

6.3.4 Translation/reflection notation

Let m, t ∈ Z+ and m + t ≤ n then the subalgebra of Tn(q) generated by

{Ui : i = 1, 2, ..,m} is Tm(q). Define T
(t)
m (q) as the subalgebra generated

by {Ui : i = 1 + t, 2 + t, ..,m+ t}. We have

Tm(q) ∼ T (t)
m (q).

The isomorphism is given by the following bijection between the generators
in the 2 subalgebras

Ui
t→ U

(t)
i = Ui+t (i = 1, 2, ..,m) (6.25)

Definition 22 For Y ∈ Tm(q) define Y (t) ∈ T
(t)
m (q) as the element ob-

tained from Y by applying the map t in equation 6.25 for each Ui in Y .

There is also an automorphism of T
(t)
n (q) realised by

Ui+t
(−)→ Un+1+t−i (i = 1, 2, .., n) (6.26)

Definition 23 Suppose Y ∈ T (t)
n (q) but Y 6∈ T (t+1)

n (q) and Y 6∈ T (t)
n−1(q).

Then define Y (−) ∈ T
(t)
n (q) as the element obtained from Y using equa-

tion 6.26 for each Ui in Y .
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Examples

The operator E
(t)
m may be obtained from the recursive formula for Em by

translation. The first few are:

E
(t−1)
3 = 1−Q−1/2Ut (6.27)

E
(t−1)
4 = 1 + (UtUt+1 + Ut+1Ut −

√

Q(Ut + Ut+1))/(Q− 1) (6.28)

E
(0)
5 = 1 + ( −

√

Q((Q − 1)(U1 + U3) +QU2)

+ Q(U1U2 + U2U1 + U2U3 + U3U2)

−
√

Q(U3(U1U2 + U2U1) + (U1U2 + U2U1)U3)

− (Q+ 1)U1U3 (6.29)

+
(1−√QU2)√

Q− 1
U1U3

(1−√QU2)√
Q− 1

)

/(Q(Q− 2))

and so on. Note the symmetry under Ui → Ub+1−i in Eb+2, which is a
general consequence of its uniqueness.

These examples illustrate the point that the construction procedure fails
for some Q values, Q = Qc, say, where the formal idempotent has terms
whose coefficients have a pole. In these cases the appropriate idempotent
to provide a basis for the trivial representation is obtained by simply sub-
tracting the potentially divergent part before taking Q→ Qc.

To see this, suppose without loss of generality that

Em = (1/(Q−Qc)d)X(Q) + Y (Q)

where d ∈ Z+ and X,Y are elements of the algebra which are finite at
Q = Qc. Then EmEm = Em (the formal proof of which was independent
of Q) implies that

X2 ∝ (Q−Qc)d

and UiEm = 0 implies that

UiX ∝ (Q−Qc)d.

Thus (at Q = Qc) X itself is a nilpotent double sided ideal, and hence in
the radical, of the Tm−2(qc) algebra. Subtracting then just corresponds to
quotienting by (part of) the radical. We will return to this point in the
next chapter.
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6.4 Bases for Tn(q)

Definition 24 If {s}, {t} are the sequences in a pair in P (n+1) then (s, t)
is an element of Tn(q) obtained iteratively as follows:

Firstly for m a positive integer, m + n odd, m < n + 2 and p = (n −
m+ 1)/2 define

(em, em) = ((12)p1m, (12)p1m) =

(
p
∏

i=1

U2i−1

)

E(2p)
m . (6.30)

A general (s, t) is then obtained by iterative use of the following general
identities:

Suppose si = g − 1 a minimum of {s}, then

(si , t) =
√

kgkg+1 ((1 − Ui/kg)) (s , t) (6.31)

and in general

(t, s) = (s, t)T . (6.32)

It follows from the equivalent statement of Definition 16 that every pair in
P (n+ 1) is covered by this construction. The order in which the identities
may be applied in moving from the initially defined operator to (s, t) is not
unique. Note from relation 6.17, however, that the definition of (s, t) is
unique, i.e. independent of the choice of order.

Note the following useful identity

Proposition 7 With {s}, {si} defined as in Definition 24 we have

Ui (s
i, t) =

√

kgkg+1

(

1−
√
Q

kg

)

Ui(s, t) =
1

kg+1
(si, t)−

√

kg
kg+1

(s, t)

by direct calculation, whereupon

(s, t) =

√

kg+1

kg

(
1

kg+1
− Ui

)

(si, t) =

√

1

kg+1kg
(1− kg+1Ui) (s

i, t)

(6.33)
We also have

Proposition 8

Ui(...(g g ± 1 g ± 2)i ..., t) = 0
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Proof: by induction:
Assume the proposition is true for all occurences of the given subse-

quences in sequences below a certain sequence {w} in the partial order (it
is true for all occurences in {e} by construction). By the defining relations
it is sufficient to prove the proposition in the case

{w} = ..., g, (g + 1, g, g − 1)i, ... ,

i.e. to prove that here Ui(w, t) = 0.
Let {x} = ..., g, g− 1, g, g− 1, ... and {y} = ..., g, g− 1, g− 2, g− 1, ...

(where all the unspecified steps are taken to be the same). Since {y} is
below {x} is below {w} we have that Ui−1(y, t) = 0 by assumption. Then

Ui(w, t) = Ui
√

kgkg+1(1− Ui−1/kg)
√

kg−1kg(1 − Ui/kg−1)(y, t)

= Uikg
√

kg−1kg+1(1 − Ui/kg−1 + Ui−1Ui/(kgkg−1))(y, t)

= kg
√

kg−1kg+1(1−Q1/2/kg−1 + 1/(kgkg−1))Ui(y, t)

= 0. (6.34)

This completes the proof of proposition 8.

Remark 1 The proof of this identity requires of the Em appearing in Def-
inition 24 only that it has the property UiEm = 0 for i = 1, 2, ..,m− 2.

Corollary 8.1 If {t} ∈ S(n,m) then the left ideal generated by (e, t) has
a basis given by {(v, t) for all {v} ∈ S(n,m)}.

Proof: The action of Ui on (v, t) with {v} any sequence is covered by
propositions 7 and 8.

Walk diagrams

It is quite useful to have a diagrammatic version of these basis states. We
achieve this by depicting the elements of each sequence as heights, as in
figure 6.5. The figure exemplifies the diagram for the lowest sequence

{e} = (12)415.

Each element of Tk(q) in definition 24 then corresponds to a pair of walks.

The complete set S(8, 1), providing a basis for a representation of T7(q),
is given in figure 6.6. We have indicated by construction how each walk is
obtained from its predecessors in the partial order discussed in the previous
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� � � �❅ ❅ ❅ ❅�
�
�
�

height 0
height 1
height 2
height 3
height 4
height 5

Figure 6.5: The sequence 1212121212345 ∈ S(12, 5).

section. In general such bases come from the configuration spaces for lattice
layers in the Andrews Baxter Forrester (1984) model.

For any 2 sequences {u} and {t} define

δut =

{
1 u = t
0 u 6= t

where u = t means ui = ti for all i = 1, 2, .., n.
Note from Definition 24 that the operators (s, t) are well defined for all

irrational r. We will call the Temperley-Lieb algebras with this set of r
values the generic algebras. Note that some such operators are also defined
for non-generic, i.e. rational, r.

Theorem 1 (Generic theorem) (i) If the operators (u, s) and (t, v) are
well defined then:

(u, s)(t, v) = δst(u, v) (6.35)

(ii) When all defined, the set of operators (t, v) for all ({t}, {v}) ∈
P (n + 1) are a basis for, and as elementary operators exhibit the entire
(multi-matrix) structure of, the algebra Tn(q).

Proof
part(i): by induction.

Introduce a partial order on the set of pairs of walks ({s}, {t}) in equa-
tion 6.35 (i.e. not necessarily in P (n+1)) by ({s}, {t}) < ({u}, {v}) if {t} <
{v} on extending the original partial order to any pair of walks by inluding
sn+1; and ({s}, {t}) < ({u}, {t}) if {s} < {u}.

Assume that the identity is proved for all pairs of walks below ({s}, {t}),
and all {u}, {v}. It is trivially true if {s} and {t} are the lowest walks in
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Figure 6.6: Walks in the S(8, 1) representation of T7(q).
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their respective partial orders. We stress that the assumption implies that
if {w} is below {t} then the identity holds for pairs ({x}, {w}) for all {x}.

Consider {w} to be a walk immediately below {t}, i.e. {t} = {wh} for
some h, then by definition 24

(u, s)(t, v) = (u, s)
√

kgkg+1(1 − Uh/kg)(w, v) (6.36)

for some g. Pictorially this means that t and w differ only in the neigh-
bourhood of (..., wh−1, wh, wh+1, ...), where they have the walk shapes

∧

and
∨

respectively. For convenience we will call this neighbourhood of
the sequence the neighbourhood of h; specifically, the entries numbered
h− 1, h, h+ 1. There are then three possibilities. The first is that

(u, s)Uh = 0 (6.37)

in which case s, v and t are all necessarily distinct and the product (u, s)(w, v),
and hence (u, s)(t, v), vanishes by assumption.

In the two remaining possibilities (u, s)Uh is expressible as a linear com-
bination of (u, s) and (u, a) (for some sequence {a}), using

(u, a) = (u, s)
√

kbkb+1(1− Uh/kb) (6.38)

for some b, if {s} precedes {a} in the partial order, and

(u, s) = (u, a)
√

kbkb+1(1− Uh/kb) (6.39)

if {a} precedes {s}.
In the former case the shapes of {s} and {a} in the neighbourhood of

h are
∨

and
∧

respectively (in the latter, the roles are reversed). In the
former case then, s and t are distinct, a and w are distinct, and a = t if
and only if s = w, whereupon g = b. In general then

(u, s)(t, v) = (u, s)
√

kgkg+1(1 − Uh/kg)(w, v)
=

√

kgkg+1(u, s)(w, v)

−(
√

kgkg+1/kg)(kb(u, s)−
√

kb/kb+1(u, a) )(w, v)

=
√

kgkg+1(1 − (kb/kg))(u, s)(w, v) (6.40)

which vanishes either identically or by assumption.
In the latter case w and s are distinct, and t and a are distinct, and

s = t if and only if a = w, whereupon b = g. In either situation here we
have

(u, s)(t, v) = (u, s)
√

kgkg+1(1− Uh/kg)(w, v)
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=
√

kgkg+1(u, s)(w, v)

−
(√

kgkg+1

kg

)(

1−
√
Q

kb

)
√

kbkb+1

.

(

kb (u, a)−
√

kb
kb+1

(u, s)

)

(w, v)

= −
√

kg+1

kg

(

kb −
√

Q
)√

kbkb+1(u, a)(w, v). (6.41)

This vanishes by assumption unless a = w, in which case b = g (so the
coefficient is unity) and

(u, a)(a, v) = (u, v)

by assumption, since a preceeds s.
Thus, if the identities hold for all pairs of walks below {s}, {t} they also

hold for {s}, {t}. They therefore hold for all {s}. If they hold for all {s}
with {t} then we can replace {t} with {w} immediately above {t} and {v}
with {t} in the above cases and the same arguments apply.

This completes the proof of theorem 1(i).

Corollary 1.1 If the operators (w, s) are well defined for all {w}, {s} ∈
S(n+ 1,m) then the left ideal generated by any (u, s) is a simple module.

Corollary 1.2 If all the operators (s, t) for a given Tn(q) are well de-
fined then they span a (not necessarily proper) subalgebra with multi-matrix
structure.

Proof: These operators satisfy the definition of elementary operators for an
algebra with such a structure.

part (ii):
We need the following definition:

Definition 25 If ({s}, {t}) is in P (n + 1) then (s ◦ t) is a word in the
generators of Tn(q) obtained as follows:

Firstly

((12)p1m ◦ (12)p1m) =

p
∏

i=1

U2i−1 (6.42)

then iteratively

(... (g g + 1 g)i ... ◦ t) = Ui (... (g g − 1 g)i ... ◦ t) (6.43)
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and
(t ◦ s) = (s ◦ t)T . (6.44)

Proposition 9 The words (v ◦ w) ∀({v}, {w}) ∈ P (n + 1) span the same
vector space as the elements (s, t) ∀({s}, {t}) ∈ P (n+1) where these latter
are defined.

Proof:
From the definitions 24 and 25.
There is a bijection which takes

(s, t)↔ (s ◦ t).

From theorem 1 (i) the elements (s, t) are linearly independent when de-
fined. The reduction of words by applying the defining relations does not
depend on q, except in an overall power of

√
Q.

This completes the proof of proposition 9.

Corollary 1: Words corresponding to distinct elements of P (n+1) have
distinct reduced words.

Corollary 2: The words (v ◦w) ∀({v}, {w}) ∈ P (n+ 1, 1 or 2) span the
same space as the elements (s, t) ∀({s}, {t}) ∈ P (n+1, 1 or 2) where these
latter are defined.

Proof: E1 = E2 = 1.

Proposition 10 The set of words is a basis for the regular representation
of Tn(q).

Outline Proof:
By a suitably organised application of the defining relations. Consider

the double sided ideal generated by

((12)p1m, (12)p1m) = ((12)p1m o (12)p1m) +X

where X is an element of the double sided ideal generated by ((12)p1 (m−
2) o (12)p1 (m − 2)), by the definition of E

(2p)
m . If at any stage in this

procedure we act with Ui on the left, say, on the current word (regarding

E
(2p)
m as a word, for convenience), we obtain a new word which appears in



164CHAPTER 6. TEMPERLEY-LIEB ALGEBRAS: GENERIC CASES

the iterative definition above unless the current subsequence around si is
of the form

(g g + 1 g)i

or

(g g + 1 g + 2)i.

However, in the first of these cases we do not get a new reduced word
because of relation 1, and in the second case because of relation 2 and or
proposition 8. By starting with the minimum value of m (i.e m = 1 or 2)
and increasing we note, from the definition of Ek, that the double sided
ideal generated by the unit is finally included in this scheme.

This completes the proof of proposition 10 and of theorem 1 (ii).

Corollary 10.1 Tn(q) is isomorphic to the Whitney diagram and boundary
diagram algebras.

To see this note that the number of distinct boundary diagrams equals
the number of reduced words, and that we established a surjection in sec-
tion 6.2.1(2).

6.5 Useful identities

It is worth noting the following identity:

Uc−2





1∏

j=b

′

Uj



 =





1∏

j=b

′

Uj



Uc (6.45)

for all 3 ≤ c ≤ b. Its validity may be readily verified and understood
diagrammatically (exercise). Alternatively, we have the following:

Outline Proof

On the right hand side Uc commutes through the product leftward until

...UcUc−1Uc−2Uc... = ...UcUc−2... = ...Uc−2UcUc−1Uc−2...

then Uc−2 commutes through leftward to the end.

A similar, T transformed, identity follows immediately.
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6.5.1 The word X(d, c)

The word X(d, c) is a word in the generators {Ui} with several useful prop-
erties. Consider T2n−1(q). For convenience we will number the generators

U1−n, U2−n, ..., U−1, U0, U1, U2, ..., Un−1

in this section, then X(0, n− 1) is the word (reading from left to right)

Un−1

... ...
U3 ... U3

U2 U2 U2

U1 U1 ... U1 U1

U0 U0 U0 U0 U0

U−1 U−1 ... U−1 U−1

U−2 U−2 U−2

U−3 ... U−3

... ...
U1−n

where we have stacked commuting generators (i.e. groups amongst which
the order is unimportant). In the diagrammatic form we have, for example
with n = 3, reading the word from left to right but drawing from top to
bottom:

✂ ✁✄ �✂ ✁✄ � ✂ ✁✄ �✂ ✁ ✂ ✁ ✂ ✁
✄ �✂ ✁✄ �✂ ✁ ✄ �✂ ✁✄ � ✄ � ✄ �

=✫✪✒ ✑
✂ ✁
✄ �✓ ✏✬✩

Proposition 11

UaX(0, c) = U−aX(0, c) (6.46)

for all −c ≤ a ≤ c.

Outline Proof

(i) By inspection of the following diagrammatic identity:
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✫✪✒ ✑✂ ✁
✄ �✓ ✏✬✩✂ ✁✄ �

=✫✪✒ ✑
✂ ✁
✞☎✞☎✞☎=✫✪

✒ ✑✂ ✁
✄ �✓ ✏✬✩✂ ✁✄ �

Note from the commuting properties of the generators that another way
of arranging (stacking) the generators in X(0, n− 1) is:

n− 1
n− 2 n− 2

.. ..
2 2

1 1 1
0 0 ... 0 0
−1 −1 −1

−2 −2
.. ..

2− n 2− n
1− n

where we have simply written j in place of Uj for the sake of neatness.
That is,

X(0, n− 1) =

n−1∏

i=0





i∏

j=0

Uj

−i∏

j=−1

′

Uj



 . (6.47)

Noting the T symmetry of X(0, c) we see from equation 6.47 that

X(0, c) ∝ X(0, c− 1)X(0, c) (6.48)

whereupon, with the aid of identity 6.45, property 6.46 may be proved by
a conventional induction on c:

(ii) Assume property 6.46 true for X(0, c − 1) with c ≥ 4 (it is clearly
true for c = 1, 2, 3). Then it is only necessary to verify for a = c, since all
other cases are covered by equation 6.48. We have

X(0, c)Uc (6.49)

= X(0, c− 1)





−1∏

j=−c
Uj









0∏

j=c

′

Uj



Uc (6.50)
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= X(0, c− 1)
(∏)

Uc−2

(∏)

(6.51)

= X(0, c− 1)Uc−2

(∏)(∏)

(6.52)

= X(0, c− 1)U2−c
(∏)(∏)

(6.53)

= X(0, c− 1)
(∏)

U2−c−2

(∏)

(6.54)

= X(0, c− 1)
(∏)(∏)

U−c. (6.55)

Similarly we can show that the word X(0, n− 1) is R symmetric, and
is the longest reduced word, in T2n−1(q).

The word X(d, c) is X(0, c) translated so that the ‘middle’ generator is
Ud rather than U0 and hence

Ua+dX(d, c) = U−a+dX(d, c).

6.5.2 Longest words, module by module

Note that the walk-walk/word correspondences of section 6.4 give a sys-
tematic way of writing the set of distinct words in Tk(q), although not
necessarily in the form of reduced words. For example, recalling that dia-
grams are read from bottom to top and that stacked words are read from
left to right we see that

�
�

�
�
�
�

�
�
�
�

�
�
�
�

❅
❅
❅
❅

❅
❅
❅

❅
❅
❅
❅

❅
❅
❅

U1

U2
U3

U4
U5

U5
U6

U7

U1

U2

U3

U4

→ U5 U5.
U6

U7

is reduced, but
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�
�

�
�
�
�

�
�
�
�

�
�
�
�

❅
❅
❅
❅

❅
❅
❅

❅
❅
❅
❅

❅
❅
�❅

❅

U1

U2
U3

U4
U5

U5
U6

U7

U6

U1 U1

U2 U2

U3 U3

U4 U4

→ U5 U5 = U5

U6 U6 U6

U7 U7

on applying the defining relations.

Note specifically, however, that their is an association of a certain subset
of words to boundary diagrams which takes

❅�U1
❅�U3

❅�U5
�
�
�
�

✲ ✝✆✝✆✝✆✞☎✞☎✞☎r r r r r r r r r rr r r r r r r r r r

and then involves writing only on the left or only on the right as in the
scheme illustrated above. Note that only the walk on the left (resp. right)
in the walk/walk-word correspondence is changed in this procedure. The
words obtained thus, i.e. those obtained by acting on the initial word above
with further generators from the left only (say), employing the appropriate
boundary diagram module quotient, and as prescribed by the correspon-
dence, are always in reduced form. Note further that each such set of words
has a unique longest word associated with, in our example, the (left) walk
diagram
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❅
❅
❅

❅
❅
❅

❅
❅
❅

❅
❅
❅

❅
❅
❅

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�

�
�

� �
❅
❅❅

and, for a general initial walk of the form shown above, WI , with the (left)
walk diagram built from WI which is unique in having no minimum in its
upper envelope.

For any other walk diagram built from the same initial walk the upper
envelope has at least one minimum. Therefore any other word W in such
a set has some Ua such that, with L(W ) the length of the reduced form of
W ,

L(UaW ) = L(W ) + 1 (6.56)

and UaW is itself a reduced word.
It follows that

Proposition 12 If

UaW = UaW
′

for all a then

W =W ′. (6.57)

Corollary 12.1 Let I be any invariant subspace of the left ideal generated
by the (idempotent) word corresponding to the initial walk above. Then
I contains an element with a non-vanishing contribution of the associated
unique longest word.

Proof:
Suppose without loss of generality that

Y =
∑

w

CwWw

is in I, where the sum is over distinct words Ww, with positive coefficients
Cw. Then UaY is in I and of the same form. Furthermore, either the
longest word is in Y or there is a choice of a such that at least one of the
words Ww will be longer. By equation 6.57 there is a sequence of choices
for a on iterating this process such that the longest word appears in the
sum.
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Note also that all the words generated when acting on both sides as
prescribed starting from

U1U3U5...U2n−1

in Tk=2n−1(q) are reduced. It follows then that

❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅�

�
�
�
�
�
�

�
�
�
�
�
�
�

�
�
�
�
�
�
�

�
�
�
�
�
�
�

�
�
�
�
�
�
�

�
�
�
�
�
�
�

�
�
�
�
�
�
�

�
�
�
�
�
�
�U1 .. Uk

= X(n, n− 1)

is the longest reduced word in the algebra overall.
Since the boundary diagram modules give (with quotient) a basis for

what we have established in section 6.4 as being generically irreducible
representations it follows that we can get from any word associated with
such a module to any other by acting with further generators. In other
words we can get from any word whose full diagram has a given number of
lines passing from top to bottom to another word with the same number
of lines in this way.

Finally note that any word except 1 can be written in the form

W = XU1Y

where X,Y are words not involving U1 (see also chapter 9).

6.5.3 The ABF regular representation

Note that the basis coming from S(2n, 1) gives a generically irreducible
representation of dimension Cn (k = 2n− 1). The basis is generated from
the same primitive idempotent as is the Whitney diagram representation
in which the top and bottom layers are disconnected (the idempotent is
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(e1, e1) from section 7.8). The Andrews-Baxter-Forreter (ABF or walk)
basis for this representation with k = 2n− 1 = 7, for example, consists of
14 cases. In figure 6.6 we listed them.

If r is not rational then the representation is irreducible and thus equiv-
alent to the Whitney representation (which is well defined for all q). The
restriction to n − 1 operators gives the regular representation of this sub-
algebra. This may be seen directly from the Whitney basis. Alternatively,
note that in the ABF basis the irreducible content of the representation is
totally transparent.

To see this, recall that the basis states are associated with distinct
possible walks, representing configurations of ABF variables, si > 0 in a
lattice layer, subject to the constraint that the boundary variables are set to
s1 = s2n+1 = 1. More generally, as we have seen, if s1 = 1 then the possible
values of s2n+1 (s2n+2) give bases for the various irreducible representations
of the 2n − 1 (resp. 2n) operator algebra. In the ABF model itself there
is the additional constraint that si < r′, which makes no difference to us
here unless r is rational, in which case it restricts to an irreducible invariant
subspace (corresponding to unitarisable representations) as we will see in
chapter 7. This simplification is important in statistical mechanics, as it
leads to an enhancement of the Yang-Baxter equations (see chapter 3 and
ABF 1984).

From definition 24 we note that, on restriction to the first n−1 operators,
basis elements corresponding to configurations which differ in any of the
last n + 1 variables are not coupled. Thus the representation breaks up
into blocks labelled by the (n+1)th and subsequent variables. But it is the
(n+ 1)th variable alone of these which distinguishes these representations.
By reflection symmetry the multiplicity of each irreducible representation
is thus equal to its dimension. This describes the regular representation
for a semi-simple algebra. It hence confirms that the set of irreducible
representations described above is complete.

The generic Bratelli diagram follows similarly.
Writing q = exp(iπ/r), and considering the case r = r′/r′′ with r′, r′′

coprime, the representations coming from definition 24 have some diver-
gent matrix elements if r′ < 2n+1. Correspondingly, in these special cases
some of the basis states constructed in the proof of generic irreducibility
are not well defined. However, the trace of a generator is equal to (for
example) Cn−1

√
Q generically, and so is formally finite for all r. A well

defined representation may be recovered by initially regarding r as an inde-
terminate complex variable, and making certain similarity transformations
before taking r to its rational value. However, the irreducibility property
may be lost. We give full details in chapter 7.

æ
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Chapter 7

Special cases

In this chapter we will prove a theorem (stated on page 177) giving the
structure of the Temperley-Lieb algebras for all r.

We will need some more preparations:

7.1 More combinatorics and sequences

Definition 26 For n, l, r ∈ Z+ and for 0 < m < r define S(n, lr+m, r) as
the subset of S(n, lr+m) containing only those sequences with the property
that for each i such that

si = (l + 1)r

there exists some j > i such that

sj = lr.

In other words S(n, lr + m, r) is the set of sequences which never touch
(l + 1)r after they last touch lr.

Definition 27 Define S′(n, lr + m, r) as the subset consisiting of those
sequences with the property that for each j′ such that

sj′ = lr

there exists some i > j′ such that

si = (l + 1)r.

In other words S′(n, lr+m, r) is the set of sequences which never touch lr
after they last touch (l + 1)r.

173
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Proposition 13 The orders of the sets are

|S(n, lr +m, r)| = Cn,lr+m,r (7.1)

and
|S′(n, lr +m, r)| = C′

n,lr+m,r. (7.2)

Proof:
We need

Proposition 14 The complement of S(n, lr+m, r) in S(n, lr+m) is just
S′(n, lr +m, r).

Proof:
By definition every sequence in S(n, lr +m) has the property that, for

each i such that
si = (l + 1)r

then there exists j′ < i such that

Sj′ = lr.

Now consider the largest such i and suppose that the sequence is not in
S(n, lr +m, r). In this case there does not exist j > i such that

sj = lr

so each sequence not in S(n, lr +m, r) is in S′(n, lr +m, r). By a similar
argument if a sequence is in S(n, lr+m, r) then it is not in S′(n, lr+m, r).

Corollary 14.1

|S(n, lr +m, r)|+ |S′(n, lr +m, r)| = Cn,lr+m.

Proposition 15

|S′(n, lr +m, r)| = |S(n, (l + 2)r −m, r)|. (7.3)

Outline Proof:
There is a bijection between elements {s} ∈ S′(n, lr +m, r) and {t} ∈

S(n, (l + 2)r −m, r) which takes {s} to {t} in the following way:
By definition there exists some integer j such that sj is the last oc-

curence of lr in the sequence {s}. Take ti = si for i < j and ti = 2lr − si
otherwise.
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In the pictorial representation of sequences we can introduce ‘critical’
lines into the picture background for given r, which are horizontal lines at
heights which are integer multiples of r. In terms of pictures, then, reflect
the subsequence of each sequence after its last crossing of a critical line
(si = lr) in that line.

This completes the proof of Proposition 15, equation 7.1 and equa-
tion 7.2.

7.2 Towards the main theorem

Definition 28 For m ∈ Z+ and i = 1, 2, ..,m let ai be an (isomorphism
class of) indecomposable projective left modules, and for i = 1, 2, ..,m− 1
let αi, βi and γi denote morphisms of modules. Then define Q(m) as the
ordinary quiver diagram

α1← α2← α3← αm−1←
a1 a2 a3 ... am

β1→ β2→ β3→ βm−1→

with the composition relations for morphisms

αiβi = γi+1 (i = 1, 2, ..,m− 1)

and

γi = βiαi (i = 2, 3, ..,m− 1)

and all other compositions of morphisms going to zero. In the diagram it
is to be understood that there are arrows γi associated with each class ai
(for i = 2, 3, ..,m) pointing from ai to itself, obtained as in the composition
relations.

For i = 1, 2, ..,m let Si denote the simple module at the top of ai. It then
follows that the Loewy decomposition of each such projective is:

S1 Si Sm
S2 Si−1 Si+1 Sm−1

Si Sm
(i = 2, 3, ..,m− 1)
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Definition 29 Let m ∈ Z+ and c a multi-component object with compo-
nents ci ∈ Z+ for i = 1, 2, ..,m. Then define the algebra Qc(m) by the
following generators and relations:

Generators:
For n = 1, 2, ..,m and i, j = 1, 2, .., cn and and l = 1, 2, .., cn+1 we have

(en)ij

(αn)li (βn)il (n 6= m)

(γn)ij (n 6= 1).

Relations:
For n = 1, 2, ..,m and i, j, k = 1, 2, .., cn

(en)ij(en)jk = (en)ik.

and (n 6= 1)
(γn)ij(en)jk = (en)ij(γn)jk = (γn)ik.

For n = 1, 2, ..,m and i, j = 1, 2, .., cn and k = 1, 2, .., cn−1 and l =
1, 2, .., cn+1

(αn)li(en)ij = (αn)lj (n 6= m)

(en)ij(αn−1)jk = (αn−1)ik (n 6= 1)

(βn−1)kj(en)ji = (βn−1)ki (n 6= 1)

(en)ij(βn)jl = (βn)il (n 6= m)

(αn−1)ik(βn−1)kj = (γn)ij (n 6= 1)

(βn)jl(αn)li = (γn)ji (n 6= m)

and all other bi-linear products zero.

This algebra has quiver diagram Q(m). To see this note that the required
morphisms are realised here by, for example, the αn−1 morphisms (indexed
by k):

(en)ij
αn−1→ (en)ij(αn−1)jk = (αn−1)ik.

(αn)lj
αn−1→ (αn)lj(αn−1)jk = 0

(βn−1)k′j
αn−1→ (βn−1)k′j(αn−1)jk = (γn−1)k′k.

(γn)i′j
αn−1→ (γn)i′j(αn−1)jk = 0.

Note that with m = 1 then Qc(1) =Mc1(C), the algebra of c1 dimensional
matrices over the complex numbers.
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7.2.1 Indexing Tn(q) modules

Remark 2 Since S{t}(n + 1, p) provides a basis of an irreducible repre-
sentation of generic Tn(q) via the corresponding set of words (s, t) from
definition 24 then the integer p labels the isomorphism classes of simple
modules for generic Tn(q).

Proposition 16 Taking the set of words (s◦t) obtained from S{t}(n+1, p)
by definition 25 and quotienting by words (w◦v) arising from sequences with
lower final elements, i.e. such that wn < sn, then (s◦ t) with s varying and
t fixed provides the basis for an indecomposable representation for all r.

Proof (for r 6= 2):
This is the basis for an irreducible representation for generic r, by propo-

sition 17 and the definition of Ek. From this case, therefore, the idempotent
(e ◦ t) is primitive (using the quotient) if it is defined. On the other hand,
this idempotent is well defined for all r 6= 2.

The generalisation to include r = 2 will become apparent as we proceed.
In this case there is no indecomposable representation for p = 1.

Corollary 16.1 The integer p labels isomorphism classes of indecompos-
able projective left modules for all r.

7.3 The main theorem

Theorem 2 (Main Theorem) Let r = rc where rc = r′/r′′, r′ − 2, r′′ ∈
Z+ with r′ and r′′ coprime and 0 < r′′ < r′. The algebra Tn(e

iπ/r) has
an isomorphism class of indecomposable projective left modules for each
isomorphism class, labelled by p, in the generic or semi-simple case. The
projective remains simple if p is an integer multiple of r′, say

p = lr′ (l ∈ Z+).

If p is congruent to s mod r′, i.e.

p = lr′ + s

(0 < s < r′), then the projective enters a block with quiver diagram of the
form Q(m+ 1). The adjacent isomorphism classes in the quiver are given,
if they exist, by

p = lr′ − s
and

p = (l + 2)r′ − s.
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The adjacent classes exist if they are defined, i.e. if 0 < p < n + 3. The
integer m for each block is determined by this condition. The case r = 2
differs only in that the leftmost isomorphism class in each quiver for odd n
is absent.

This determines the algebra up to Morita equivalence, and, when taken
in conjunction with Theorem 1, completely describes the representation
theory of the algebra.

An equivalent statement of the Main Theorem is as follows:

Definition 30 Define a multi-component object cj(n, r′) by components

(
cj(n, r′)

)

i
= Cn+1,Fj(i),r′

Definition 31 Define a subset of the positive integers

A(n, r′) = {i |0 < i ≤ n+ 2; imod 2 = nmod 2; imod r′ = 0}

Definition 32 Define another subset of the positive integers

B(n, r′) = {i |0 < i < r′; i ≤ n+ 2 ; imod 2 = nmod 2}

Recalling that n+ 2 = Lr′ + s, we introduce

m(j) = L+ 1 j < s

m(j) = L j ≥ s
if L is even, and

m(j) = L+ 1 j < r′ − s

m(j) = L j ≥ r′ − s
if L is odd.

Then Tn(q) is isomorphic to




⊕

i∈A(n,r′)

MCn+1,i



⊕




⊕

j∈B(n,r′)

Qcj(n,r′)(m(j))





To see that this is an equivalent statement to the main theorem note that
the quiver diagrams are the same and that the dimensions may be deter-
mined recursively by reference to Theorem 1.
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Examples

The cases r = 3 and r = 4 are illustrated below by giving the dimensions of
the simple components in the Loewy decomposition of each indecomposable
projective. The first row is n = 0, the second n = 1 and so on. Some
dimensions have been dotted to distinguish inequivalent modules with the
same dimension.

p =
1 2 3 4 5 6 7 8 9

1

1. 1

1. 1
1 1.

1

1.
1

3
1

1.
1

1.
4

4
1.
4

1

1.
4

9
4

1. 1
4

1
4
1

1.
13

13
1. 1
13

6
1

13
1

1.
13

28
13

1. 7
13

7
13
7

1
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p =
1 2 3 4 5 6 7 8 9

1

1. 1

2 1

2 2
1

1
2
1

4
1

4
1

4
1

4
1

4
5

4
5
4

1
4
1

8
6

14
6

8
6

1

8
6

8
20

20
8
20

6
8 1
6

1
6
1

7.4 Proof of main theorem

The idea of this proof is to write down (primitive) idempotents and examine
the (indecomposable) projective left modules they generate. Intermediate
results which apply specifically to r = rc appear as lemmas, and general or
generic results as propositions.

We will consider the case

rc = r′
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i.e. r′′ = 1 explicitly. The same arguments work in general, with all
references to rc requiring an integer simply replaced by r′.

Definition 33 Define up ∈ Tn(q) for p = 3, 4, .., n+ 2 by

up = −kp−1Up−2

Definition 34 For p = 3, 4, .., n+2 and p+1 ≥ s ≥ 3 define Wp,s ∈ Tn(q)
by Wp,p+1 = 1 and

Wp,s = 1 +

p−s
∑

i=0





i∏

j=0

up−j





That is
Wp,s = 1 + up + upup−1 + ...+ upup−1up−2...us. (7.4)

Definition 35 With X(d + 1, c) defined as in section 6.5.1 x(d + 1, c) is
obtained from X(d + 1, c) by replacing each Ui with ui (i.e. an overall
translation and renormalisation).

Definition 36 Let d be a positive integer multiple of rc, i.e. d = mrc
(m ∈ Z+), and 0 < s ≤ rc, such that d+s ≤ n+2 and (d+s)mod 2 = nmod 2,
then define Esd+s ∈ Tn(q) by

Esd+s = Ed+s +

(
s∏

k=1

kd−k+1

)

Ed X(d+ 1, s− 1) Ed.

Lemma 2.1 When written as a linear combination of reduced words Esd+s
remains well defined at

r = rc.

Proof:
The idea of the proof is to rewrite Ek as a part which remains finite

plus a part which diverges as r → rc.
We proceed by proving a series of propositions involving Ek and Wp,s.

Impatient readers may skip to equation 7.8 for the denouement.

Proposition 17

Ep = Ep−1Wp,qEq−1 = Eq−1W
T
p,qEp−1 (7.5)

for all p ≥ q ≥ 3.
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Proof (First identity):
Write p− q = s ≥ 0 and proceed by induction on s. The identity is true

for s = 0 by definition of Ep (section 6.3.3). Assume true for p− q = s then

Eq+s = Eq+s−1Wq+s,qEq−1

= Eq+s−1Wq+s,qEq−2(1 + uq−1)Eq−2

= Eq+s−1(1 + uq+s + ..+ uq+s..uq+1 + uq+s..uq)(1 + uq−1)Eq−2

= Eq+s−1Wq+s,q−1Eq−2.

The second identity follows immediately from the T (word reversal) sym-
metry of the definition of Ep.

This completes the proof of proposition 17.

Proposition 18

Ep = Ep−j
∏

i=1,j

[Wp−j+i,qEq−1]. (7.6)

for all p > j ≥ 0.

Proof:
True for j = 1 by equation 7.5. Then by induction, since

Ep−j
∏

i=1,j

[Wp−j+i,qEq−1]

= Ep−(j+1)Wp−j,qEq−1

∏

i=1,j

[Wp−j+i,qEq−1]

= Ep−(j+1)

∏

i=1,(j+1)

[Wp−(j+1)+i,qEq−1].

This completes the proof of proposition 18.

Proposition 19 Putting t = p− s

Ep = Et
∏

j=1,n

[Wt+j,t+1W
T
t,t−j+1]

∏

j=n+1,s

[Wt+j,t+1Et] (7.7)

for all n such that 0 ≤ n < s.
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Proof:
by induction on n. It is true for n = 0 by proposition 18. Then

Et
∏

j=1,n

[Wt+j,t+1W
T
t,t−j+1]

∏

j=n+1,s

[Wt+j,t+1Et]

= Et
∏

j=1,n

[Wt+j,t+1W
T
t,t−j+1] Wt+n+1,t+1 Et

∏

j=n+2,s

[Wt+j,t+1Et] Et

= Et
∏

j=1,n

[Wt+j,t+1W
T
t,t−j+1] Wt+n+1,t+1

.Et−n−1 W
T
t,t−n Et−1

∏

j=n+2,s

[Wt+j,t+1Et] Et

= Et
∏

j=1,n+1

[Wt+j,t+1W
T
t,t−j+1]

∏

j=n+2,s

[Wt+j,t+1Et] Et

where we have used equation 7.5.
This completes the proof of proposition 19.

Sublemma 2.1.1 Putting d = mrc then Wd+j,d+1 remains finite for all
1 < j ≤ r, and WT

d,d−j+1 remains finite for all j, as r → rc.

Proof:
Note that with d = mrc then ud+1 is not defined (it is divergent) when

r → rc, but ud+2 = 0 and all other such operators are finite. Note further
that

ud+2ud+1 = −UdUd−1

in the limit. Sublemma 2.1.1 then follows from the definition of Wp,s.

Let us consider the case of proposition 19 in which t = d and 0 < s ≤ r.
Using Edud = 0 we can write this case as follows:

Ed+s

= Ed(1 + ud+1)(1 + ud)
∏

j=2,n

[Wd+j,d+1W
T
d,d−j+1]

s∏

j=n+1

[Wd+j,d+1Ed] Ed
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= Ed
∏

j=2,n

[Wd+j,d+1W
T
d,d−j+1]

s∏

j=n+1

[Wd+j,d+1Ed] Ed

+ Ed(ud+1)(1 + ud)
∏

j=2,n

[Wd+j,d+1W
T
d,d−j+1]

s∏

j=n+1

[Wd+j,d+1Ed] Ed

(7.8)

(for 1 ≤ n < s).

Sublemma 2.1.2 Assuming that Ed is well defined then the only diver-
gence in the right hand side of equation 7.8 as r → rc is in the factor ud+1

in the second term.

Proof: From sublemma 2.1.1 all the other elements of the expression are
finite.

In fact we can simplify this term considerably, as we will see shortly.
First we need

Sublemma 2.1.3 kd+1x(d + 1, c − 1) remains well defined as r → rc for
all c > 0;

x(d+ 1, rc − 1) remains finite as r → rc.

These results follow immediately from the definition of x(d, c).

Let us recall the notation that in a primed product
∏′
j the variable is

incremented negatively so that, for example,

1∏

j=2

uj = 1,

but
1∏

j=2

′

uj = u2u1.

Then we have:

Sublemma 2.1.4 For all positive integer c ≤ rc

R(c) = x(d+1, c−1)Wd+c+1,d+3+x(d+1, c−1)WT
d,d−c+2

d+1∏

b=d+c+1

′

ub. (7.9)

remains well defined as r → rc.
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Proof:
Note that each of the two terms on the right is itself a sum of c terms.

The ith term of Wd+c+1,d+3 is

ud+c+1 ud+c ... ud+c+1−(i−2)

(eg. the 1st term is 1). The (c+ 1− i)th term of WT
d,d−c+2

∏d+1
b=d+c+1

′
ub is

d∏

j=d−(c+1−i)+2

uj

d+1∏

b=d+c+1

′

ub.

Using the properties of X(d, c) we have, generically,

x(d + 1, c− 1)





d∏

j=d−(c+1−i)+2

uj









d+1∏

b=d+c+1

′

ub





= x(d+ 1, c− 1)

c−1∏

k=i

kd−(c−k)
kd+(c−k)

d+(c−i)+1
∏

j=d+2

uj





d+1∏

b=d+c+1

′

ub



 (7.10)

Proof:
For a = −1, 0, 1, .., c− i− 2 we have

x(d+ 1, c− 1)

i+a∏

k=i

kd−(c−k)
kd+(c−k)





d∏

j=d−(c+1−i)+a+3

uj









d+(c−i)+1
∏

b=d+c−i+1−a
ub





= x(d + 1, c− 1)

i+a∏

k=i

kd−(c−k)
kd+(c−k)



ud−(c+1−i)+a+3

d∏

j=d−(c+1−i)+a+4

uj









d+(c−i)+1
∏

b=d+c−i+1−a
ub





= x(d + 1, c− 1)

(
i+a∏

k=i

kd−(c−k)
kd+(c−k)

)

kd−(c−i)+a+1

kd+(c−i)−a−1
ud+(c−i)−a

d∏

j=d−(c+1−i)+a+4

uj





d+(c−i)+1
∏

b=d+c−i+1−a
ub





= x(d + 1, c− 1)

(
i+a∏

k=i

kd−(c−k)
kd+(c−k)

)

kd−(c−i)+a+1

kd+(c−i)−a−1





d∏

j=d−(c+1−i)+a+4

uj




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ud+(c−i)−a





d+(c−i)+1
∏

b=d+c−i+1−a
ub





= x(d+ 1, c− 1)

(
i+a∏

k=i

kd−(c−k)
kd+(c−k)

)

kd−(c−i)+a+1

kd+(c−i)−a−1

d∏

j=d−(c+1−i)+a+4

uj





d+(c−i)+1
∏

b=d+c−i+1−(a+1)

ub





= x(d+ 1, c− 1)

i+a+1∏

k=i

kd−(c−k)
kd+(c−k)





d∏

j=d−(c+1−i)+a+4

uj









d+(c−i)+1
∏

b=d+c−i+1−(a+1)

ub





Then

x(d + 1, c− 1)

c−1∏

k=i

kd−(c−k)
kd+(c−k)

d+(c−i)+1
∏

j=d+2

uj





d+1∏

b=d+c+1

′

ub





= x(d + 1, c− 1)
c−1∏

k=i

kd−(c−k)
kd+(c−k)

.

(
c−1∏

k=i

[kd+c−kkd+c−k+1]

)

(
ud+c+1...ud+c+1−(i−2) ud+2 ud+1

)

(7.11)

Proof:

From the defining relations we have

d+(c−i)+1
∏

j=d+2

uj





d+1∏

b=d+c+1

′

ub





=





d+c+1−(i−2)
∏

b=d+c+1

′

ub





d+(c−i)+1
∏

j=d+2

uj





d+1∏

b=d+c−i+2

′

ub




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and for a = 0, 1, .., c− i− 1 we have





d+c+1−(i−2)
∏

b=d+c+1

′

ub





d+(c−i)+1−a
∏

j=d+2

uj





d+1∏

b=d+c−i+2−a

′

ub





.

i+a−1∏

k=i

[kd+c−kkd+c−k+1]

=





d+c+1−(i−2)
∏

b=d+c+1

′

ub









d+(c−i)−a
∏

j=d+2

uj



 ud+(c−i)+1−a

.





d+1∏

b=d+c−i+2−a

′

ub





i+a−1∏

k=i

[kd+c−kkd+c−k+1]

=





d+c+1−(i−2)
∏

b=d+c+1

′

ub









d+(c−i)−a
∏

j=d+2

uj





ud+(c−i)+1−a ud+c−i+2−a ud+c−i+1−a




d+1∏

b=d+c−i+2−a

′

ub



 .

i+a−1∏

k=i

[kd+c−kkd+c−k+1]

=





d+c+1−(i−2)
∏

b=d+c+1

′

ub









d+(c−i)−a
∏

j=d+2

uj





ud+(c−i)+1−a kd+c−i+1−a kd+c−i−a




d+1∏

b=d+c−i+2−a

′

ub



 .

i+a−1∏

k=i

[kd+c−kkd+c−k+1]

=





d+c+1−(i−2)
∏

b=d+c+1

′

ub





d+(c−i)−a
∏

j=d+2

uj





d+1∏

b=d+c−i+1−a

′

ub





.

i+a∏

k=i

[kd+c−kkd+c−k+1]

(7.12)

This completes the proof of equation 7.11.
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Then following on from equation 7.11

x(d + 1, c− 1)

c−1∏

k=i

kd−(c−k)
kd+(c−k)

.

c−1∏

k=i

[kd+c−kkd+c−k+1]

(
ud+c+1...ud+c+1−(i−2) ud+2 ud+1

)

= kd+1kd

c−1∏

k=i

[kd−(c−k)kd+(c−k)+1]x(d + 1, c− 1)ud+c+1...ud+c+1−(i−2)

The last expression is proportional to the ith term of

x(d+ 1, c− 1)Wd+c+1,d+3

above.

Note that when r→ rc the prefactor in the last expression becomes −1
(using k−b = 1/kb+1 for b 6= 0).

This completes the proof of sublemma 2.1.4.

Using udEd = 0 we have, generically, that

WT
d,d−c+1Wd+c+1,d+1Ed

= WT
d,d−c+1



Wd+c+1,d+3 +





d+2∏

b=d+c+1

′

ub



+





d+1∏

b=d+c+1

′

ub







Ed

=



Wd+c+1,d+3 +





d+2∏

b=d+c+1

′

ub



+



WT
d,d−c+1

d+1∏

b=d+c+1

′

ub







Ed

=



Wd+c+1,d+3 +





d+2∏

b=d+c+1

′

ub





+

(

WT
d,d−c+2 +

d∏

b=d−c+1

ub

)
d+1∏

b=d+c+1

′

ub



Ed. (7.13)
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Proposition 20 We have the following set of identities for all 0 < c ≤ rc:

Edx(d+ 1, c− 1)Ed





s∏

j=c+1

[Wd+j,d+1Ed]



Ed

= Edx(d+ 1, c)Ed





s∏

j=c+2

[Wd+j,d+1Ed]



Ed

+ terms finite as r → rc. (7.14)

Proof:

By proposition 17 we can rewrite the left hand side as

Edx(d+ 1, c− 1)
[
WT
d,d−c+1Wd+c+1,d+1Ed

]





s∏

j=c+2

[Wd+j,d+1Ed]



Ed

= Edx(d+ 1, c− 1)







Wd+c+1,d+3 +





d+2∏

b=d+c+1

′

ub





+

(

WT
d,d−c+2 +

d∏

b=d−c+1

ub

)
d+1∏

b=d+c+1

′

ub



Ed









s∏

j=c+2

[Wd+j,d+1Ed]



Ed

(by equation 7.13)

= Ed



R(c) + x(d+ 1, c− 1)









d+2∏

b=d+c+1

′

ub





+

(
d∏

b=d−c+1

ub

)
d+1∏

b=d+c+1

′

ub







Ed





s∏

j=c+2

[Wd+j,d+1Ed]



Ed

= Ed



R(c) + x(d+ 1, c− 1)





d+2∏

b=d+c+1

′

ub



+ x(d+ 1, c)





Ed





s∏

j=c+2

[Wd+j,d+1Ed]



Ed

= Ed



R(c) + kd+1 x(d+ 1, c− 1)





d+1∏

b=d+c+1

′

ub



 Ud + x(d + 1, c)




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Ed





s∏

j=c+2

[Wd+j,d+1Ed]



Ed (7.15)

This completes the proof of proposition 20.
Recall that we are concerned with the term containing ud+1 in equa-

tion 7.8, which is the only potentially divergent contribution to Ed+s. Using
proposition 20 repeatedly we can now rewrite this term as follows:

Ed(ud+1)(1 + ud)

n∏

j=2

[Wd+j,d+1W
T
d,d−j+1]

s∏

j=n+1

[Wd+j,d+1Ed] Ed

= Ed x(d + 1, 0)WT
d,d

s∏

j=2

[Wd+j,d+1Ed] Ed

= Ed x(d + 1, s− 1) Ed + terms finite as r → rc .

(7.16)

Thus applying equation 7.16 to equation 7.8 we find, subject to the
assumption that Ed is finite, that the divergent part of Ed+s as r → rc is
equal to the divergent part of

Edx(d+ 1, s− 1)Ed.

Sublemma 2.1.5 Ed is finite at r = rc.

Proof:
For m ∈ Z+ assume Emrc is finite. This is true from the definition for

m = 1. Then, with d = mrc, Ed+s is not divergent when s = r, since
ud−r+2 then appears in x(d + 1, s − 1) (sublemma 2.1.3), cancelling the
divergence.

This completes the proof of Sublemma 2.1.5.

Finally we have

Sublemma 2.1.6 At r = rc
(

s∏

k=1

kd−k+1

)

X(d+ 1, s− 1) + x(d+ 1, s− 1)

is well defined.
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Outline Proof:
The two terms differ by a factor which may be simplified at r = rc using

kdkd+1 = −1

and (for a 6= 0)
kd−akd+a+1 = 1.

This completes the proof of Lemma 2.1.

The remainder of the proof of Theorem 2 hinges on the fact that many
of the elements of Tn(q) obtained iteratively through Definition 24 remain
well defined at r = rc, even when intermediate elements, i.e. those lower
in the partial order, are not well defined. Consider sequences {s}, {t} and
{w} with {s} more than one step lower than {w} in the partial order. We
will look at the properties of the composite of factors, L say, obtained by
repeated use of definition 24 as required in building (w, t) from (s, t), i.e.
in

(w, t) = L (s, t).

Definition 37 For i, j, x ∈ Z+ define Li+1,j+1(x) by

Li+1,j+1(x) =

(
x∏

k=1

√

kj+kkj+k+1

)

1 +
x∑

a=1

1∏

m=a

′(−Ui+m
kj+m

)


 . (7.17)

and define Ri+1,j+1(x) by

Ri+1,j+1(x) = LTi+1,j+1(x).

For example

L2,2(3) =

(
3∏

k=1

√

k1+kk2+k

)(

1− U2

k2
+
U3U2

k3k2
− U4U3U2

k4k3k2

)

.

Proposition 21 Let k, k′, s, s′ ∈ Z+, s, s
′ ≤ r and kr + s > k′r + s′.

Without loss of generality consider j = kr + s and j + x = k′r + s′, then
Li+1,j+1(x) is finite at r = rc provided

s, s′ < r − 1
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Proof:
First note that the value of the index i does not affect the scalar factors

appearing in Li+1,j+1(x). For the given range of j, x values all the factors
are well defined or occur in well defined pairs. To see this note that we
can exhibit the pole structure of Li+1,j+1(x) directly by writing it in terms
of the polynomials Pb. Recalling that kb = Pb−1/Pb, and that Pb = 0 if
b = mr and is finite otherwise, we have:

Li+1,j+1(x) =

√

Pj+1

PjPj+x+1Pj+x
(Pj +

x∑

a=1

(−1)aPj+aUi+aUi+a−1...Ui+1).

(7.18)
We have only to avoid the zeros of the factors in the square root.

This completes the proof of the proposition.

Proposition 22 Suppose {s} ∈ S(n+1) has a subsequence of length x+2,
commencing from si (0 ≤ i ≤ n− x), of the form

j + 1 j j + x

Suppose also that {t} ∈ S(n+ 1) is given by

tj = sj for i ≥ j ≥ i+ x+ 1

tj = sj + 2 for i < j < i+ x+ 1.

Then
(e, t) = (e, s) Ri+1,j+1(x).

Note that the subsequence of {t} commencing from ti is

j + 1 j + x+ 1 j + x .

In other words the effect of Ri+1,j+1(x) here is to modify x consecutive
entries in the Right hand sequence:

(e , .... j + 1
︸ ︷︷ ︸

ti

j + x+ 1
︸ ︷︷ ︸

ti+x

j + x
︸ ︷︷ ︸

ti+x+1

....)

= (e , .... j + 1
︸ ︷︷ ︸

si

j
︸︷︷︸

si+1

j + x
︸ ︷︷ ︸

si+x+1

....)Ri+1,j+1(x)
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Proof of Proposition 22:
Note that the sequence {s} in Proposition 22 above has subsequences

of the same form, starting from si, of length l+ 2 < x+ 2 entries. Assume
the proposition true for x = l (it is true for x = 1 by definition) and denote
by {tl} the sequence obtained at this level, then, since this has the relevant
subsequence

... j + l j + l− 1 j + l

we have, from Definition 24

(e, tl+1) = (e, tl)
√

kj+l+1kj+l+2

(

1− Ui+l+1

kj+l+1

)

which, by assumption,

= (e, s) Ri+1,j+1(l)

(

1− Ui+l+1

kj+l+1

)

= (e, s) Ri+1,j+1(l + 1)

where we have used Proposition 8, i.e. (e, s)Ui+l+1 = 0, and Relation 6.17.
This completes the proof of Proposition 22.

In discussing the well defined elements (s, t) it may be useful to think
again of the sequences as walks on a square lattice. With the lattice oriented
at 45o the entries in the sequence become heights on the lattice with respect
to some horizontal base line at height 0, as in chapter 6.

Walks modified by strips

In this picture Proposition 22 says that the product of factors correspond-
ing to adding ‘diamonds’ to a walk as in the example shown in figure 7.1
simplifies greatly when acting on operators of the general form

(w, e) =

(..., si = j+1, si+1 = j, si+2 = j+1, si+3 = j+2, ..., si+x+1 = j+x, ... , e),

as exemplified by the original walk (the lower envelope) shown in the figure.
Using the orthogonality property, the elementary operator for a walk

modified from (w, e) by the addition of a strip of x diamonds, with the
first diamond centered at height j+1 and involving the generator Ui+1 (as
shown), becomes:

Li+1,j+1(x) (w, e)
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Figure 7.1: Adding diamonds in a strip.

From Proposition 21 the new operator is finite at r = rc provided that
the first added diamond is not at a height

(mr + 1,mr,mr + 1)

i.e. j = mr (which would give a divergence); or at a height

(mr,mr − 1,mr)

i.e. j = mr − 1 (which would give zero) unless x = nr or x = nr + 1
(n ∈ Z); and the last added diamond is not at a height (m′r,m′r − 1,m′r)
i.e. j + x = m′r or at (m′r − 1,m′r − 2,m′r − 1) i.e. j + x = m′r − 1
(divergences) unless x = n′r or x = n′r + 1 (n′ ∈ Z) respectively. We have
indicated the dangerous starting and finishing positions (marked a,b,c and
d respectively) in an example with r = 7 in figure 7.2.

Definition 38 For d > s ∈ Z+ and d+ s− 2 ≤ n define X2(d+1, s− 1) ∈
Tn(q) by

X2(d+ 1, s− 1) =

1∏

k=s

′

(U2k−1U2k...Ud+k−2).

Note

XT
2 (d+ 1, s− 1) X2(d+ 1, s− 1) = Qs/2 X(d+ 1, s− 1)
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Figure 7.2: Dangerous strip endings.

Proof: By iteration using Relations 6.15 and 6.16.

For s, d integers define F (s, d) by

F (even, d) = 1

F (s, odd) = 1 (s)mod 4 = 1

F (s, even) = 1 (s)mod 4 = 3

F (s, d) = 0 otherwise.

Then

Proposition 23 For 0 ≤ s < d

(e , 1 d d− s) = (−1)F (s,d) Q−s/2





s∏

j=1

√

kd−j+1

k2



X2(d+ 1, s− 1) Ed

Proof:
By reorganising the definition of (e, 1 d d− s).
Note that

(e, 1 d d− s) = (e, 1 d d− s)Ed

= E
(2s)
d−s

(
s∏

i=1

U2i−1

Q1/2

)



1∏

k=s

′

R2k,2(d− k − 1)



 Ed

(7.19)
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Proof:
For 0 ≤ j < s we have, from proposition 22,

( e , (12)j 1 d−j d−s) = ( e , (12)j+1 1 d−(j+1) d−s) R2j+2,2(d−2−j).

Then

(ed−s, ed−s) = E
(2s)
d−s

s∏

i=1

U2i−1

Q1/2

by definition.

This completes the proof of equation 7.19.

We then write

(

E
(2s)
d−s

s∏

i=1

U2i−1

Q1/2

)



1∏

k=s

′

R2k,2(d− k − 1)



 Ed

= E
(2s)
d−sQ

−s/2
1∏

k=s

′

(U2k−1 R2k,2(d− k − 1)) Ed (7.20)

= E
(2s)
d−sQ

−s/2
1∏

k=s

′(

U2k−1

(
d−k−1∏

l=1

√

k1+lk2+l

)

(

1− U2k

k2
+ ..+ (−1)d−k−1U2kU2k+1..U2k+(d−k−1)−1

k2k3..kd−k

))

Ed

= E
(2s)
d−sQ

−s/2
1∏

k=s

′

(U2k−1 U2k .. Ud+k−2) Ed (7.21)

The proof of the last equality proceeds as follows. For a = 1, 2, .., s we have

E
(2s)
d−sQ

−s/2
a∏

k=s

′

(U2k−1 R2k,2(d− k − 1))





1∏

k=a−1

′

(U2k−1 U2k .. Ud+k−2)



 Ed

= E
(2s)
d−sQ

−s/2





a+1∏

k=s

′

(U2k−1 R2k,2(d− k − 1))



 (U2a−1 R2a,2(d− a− 1))
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



1∏

k=a−1

′

(U2k−1 U2k .. Ud+k−2)



 Ed

= E
(2s)
d−sQ

−s/2
a+1∏

k=s

′

(U2k−1 R2k,2(d− k − 1))

(

U2a−1

(

R2a,2(d− a− 2) + (−1)d−a−1

√

kd−a+1

k2
U2aU2a+1..Ud+a−2

))

.

1∏

k=a−1

′

(U2k−1 U2k .. Ud+k−2) Ed

= E
(2s)
d−sQ

−s/2
a+1∏

k=s

′

(U2k−1 R2k,2(d− k − 1))

.(−1)d−a−1

√

kd−a+1

k2

1∏

k=a

′

(U2k−1 U2k .. Ud+k−2) Ed

where we have used UiEd = 0 for 0 < i < d− 1 and the defining relations.
Altogether we have, from equation 7.21,

(−1)F (s,d) E
(2s)
d−sQ

−s/2
(

s∏

k=1

√

kd−k+1

k2

)

X2(d+ 1, s− 1) Ed

where the first factor may be replaced by 1 using

E
(2s)
d−s X2(d+ 1, s− 1) = X2(d+ 1, s− 1) Ed−s

which follows from the defining relations.
This completes the proof of proposition 23.

Lemma 2.2 For r = rc
√

kd+1 (e, 1 d d− s)
is finite for 0 < s < r; and

(e, 1 d d− s)
is finite for s = r.
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Proof:
(i) The case s 6= r.
Note than when r = rc the element (e, 1 d d − s) becomes undefined

(divergent) due to a factor of
√
kd. Specifically,

(e, 1 d d− s) =
√

kdkd−1 (1 − Ui/kd−1) (e, 1 d− 1 d− 2 d− 1 d− s)

where the last factor is well defined by proposition 21.
(ii) The case s = r.
In this case the factor

√
kd is compensated by a factor of

√

kd−r+1

(in the sense that the product kdkd−r+1 is finite at r = rc) provided that
(e, 1 d − r d − 2r d − r) is finite. This is finite (by an induction) if
(e, 1 2r r) is finite. To see that this is finite note that we can formally use
definition 24, together with proposition 7, to obtain (e, 1 r 0 r), which is
finite at r = rc. This object is not in our usual basis set because we do not
allow any sequences touching zero, and indeed it is not linearly independent
of the usual basis set. However, it is a well defined operator, which is all
we need here.

Corollary 2.2.1 For r = rc and integer j such that 0 < jr < d then
(e, 1 d d− jr) is finite.

Proof: by induction on j.

Corollary 2.2.2 For p a natural number the operator

√

kd+1 ((12)p 1 d− s
︸ ︷︷ ︸

e

, (12)p−s 1 d d− s),

when written as a linear combination of reduced words, remains finite as

r → rc.

Proof:

(e, (12)p1 d d− s) =
(

p
∏

i=1

U2i−1

)

(e, 1 d d− s)(2p)

by definition.

We also have
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Proposition 24

(1 d d− s, 1 d d− s) =
(

s∏

k=1

kd−k+1

)

Ed X(d+ 1, s− 1) Ed.

Proof:
Consider

(1 d d− s, e)(e, 1 d d− s) = (1 d d− s, 1 d d− s)

=
Q−s/2

ks2

(
s∏

k=1

kd−k+1

)

EdX(d+ 1, s− 1)Ed

where we have used

X(d+ 1, s− 1)T2 X(d+ 1, s− 1)2 = Qs/2X(d+ 1, s− 1).

Corollary 24.1 Esd+s is idempotent.

For 2p+d+s = n+1 consider the left ideal I generated by the idempotent
(

p
∏

i=1

U2i−1

)

E
s(2p)
d+s

that is by

((12)p 1 d+ s, (12)p 1 d+ s) + ((12)p 1 d d− s, (12)p 1 d d− s) .

Remark 3 It is possible to prove at this stage that when r = rc this idem-
potent is primitive. In any case the result will come out indirectly in what
follows.

We will now show that I is an indecomposable projective left module
of Tn(q).

Lemma 2.3 Let x = 2p+d−1, and let J be the left ideal invariant subspace
of I generated by

Ux

(
p
∏

i=1

U2i−1

)

E
s(2p)
d+s .

Then, generically and in the case r = rc, J is isomorphic to the left ideal
generated by √

kd+1 ((12)p+s 1 d− s
︸ ︷︷ ︸

e

, (12)p 1 d d− s
︸ ︷︷ ︸

g

).
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Proof:
With p = 0

UxE
s
d−s = Ux Ed x(d+ 1, s− 1) Ed = Ux (1 d d− s, 1 d d− s)

so that in general

Ux

(
p
∏

i=1

U2i−1

)

E
s(2p)
d+s

=
−1
kd

(g, g) +

√

kd−1

kd
((12)p 1 d− 1 d− 2 d− 1 d− s, g)

by Proposition 7. Note that both terms are finite at r = rc. Since both
terms are also manifestly in the left ideal generated by

√

kd+1 ((12)p+s 1 d− s
︸ ︷︷ ︸

e

, (12)p 1 d d− s).

it remains to show that this element is in the left ideal generated by the
sum.

Let

v =
−1
kd

(g, g)

and

w =

√

kd−1

kd
((12)p 1 d− 1 d− 2 d− 1 d− s, g)

then

(1 +
1

kd−1
wT )(v + w) = w

by Theorem 1.
Now note from lemma 21 (on well defined ‘strips’) that there exists a

well defined operator R such that

w = R
√

kd+1(e, g) ;

and from the invertability property in equation 6.33 that there exists a well
defined operator R′ such that

R′R = 1

Then
R′w =

√

kd+1(e, g).



7.4. PROOF OF MAIN THEOREM 201

This completes the proof of Lemma 2.3.

Suppose j, t are natural numbers, t < r, and 2(jr + t) + d = n+ 1, and
consider the sequence

{ed} = (12)t (12)jr 1 d

Lemma 2.4 The left ideal of Tn(q) generated by (ed, ed) is irreducible at
r = rc.

Proof:
1. The case t = 0

The statement is true for {ed} of the form

{ed} = (12)jr 1 d

(i.e. t = 0) since in this case the highest sequence obtained from {ed} is

{fd} = 1 d+ jr d

and hence, by Lemma 2.2, the element (f, e) is finite at r = rc. We then
have the following

Sublemma 2.4.1 If (e, e) and (f, e) are well defined then the left ideal
generated by (e, e) is irreducible.

Proof:
Firstly, (f, e) is in every invariant subspace of the left ideal generated by

(e, e). To see this, note that it is unique among the basis states generated
from (e, e) in containing a finite contribution of the longest possible word,
then use the corollary to proposition 12. On the other hand

(e, f)(f, e) = (e, e)

so (e, e) is in every invariant subspace!
This completes the proof of Sublemma 2.4.1 and of the special case of

the Lemma 2.4.

2. The case t > 0
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Let t be a positive integer less than r. Then for {ed} of the more general
form

{ed} = (12)t (12)jr 1 d

we proceed as follows. Consider the sequence

{g} = (12)t 1 d+ jr d

The operator (g, ed) is finite, from above. It is therefore sufficient to con-
sider the case of

Sublemma 2.4.2 For all positive integers m, d′ = mrc and

{e′d} = (12)t 1 d′

the left ideal generated by (ed′ , ed′) is irreducible.

This is sufficient since if the element (f, e) associated with the highest
sequence starting from (ed+jr, ed+jr) in this case is well defined then so is
the highest starting from (g, ed) above.
Proof of Sublemma 2.4.2:

We will need:

Definition 39

Wt = (1 d+ t d, e)

and
Definition 40

Nt = (1 d d− t d, e)
and

Definition 41 Define Vt ∈ Tn(q) as the product of factors required by def-
inition 24 in the construction of Wt from Nt:

Wt = VtNt

Note that the longest possible word in Vt is that obtained by replacing
the consruction in definition 24 with that in definition 25. We then have

Sublemma 2.4.3 For Xt some linear combination of words, including the
longest possible word, with coefficients finite at r = rc, then Vt may be
written in the form

Vt = [(

=−1+
√
Qkd+1

︷ ︸︸ ︷

kdkd+1 )2t−1
t−1∏

a=1

(

=1
︷ ︸︸ ︷

kd−akd+a+1)
2t−2a−1]1/2

︸ ︷︷ ︸

[]t

(1 +Xt/kd)
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Proof:
By induction on t. The statement is true for t = 1 by definition 24.

Assume true at some level t, then consider building Wt+1 in the following
way:

Wt+1 = L
(−)
d+2t,d(t+ 1) Vt Ld+t,d−t(t) Nt+1

=









1− Ud+2t

kd
+

t+1∑

a=2

a∏

m=1

−Ud+2t+m−a
kd−1+m

︸ ︷︷ ︸

Zt









[]t+1 (1 +Xt/kd)

.



1 +

t−1∑

a=1

1∏

j=a

′

(−Ud+t−1+j/kd−t−1+j) +

1∏

j=t

′

(−Ud+t−1+j/kd−t−1+j)



Nt+1

Note that the largest possible word is present, and all the terms are either
finite or vanishing like 1/kd as r → rc. We therefore need to keep track
only of the terms:

(∑∏

(−U/k)
)

︸ ︷︷ ︸

Zt

1∏

j=t

′

(−Ud+t−1+j/kd−t−1+j)

+
t−1∑

a=1

1∏

j=a

′

(−Ud+t−1+j/kd−t−1+j).

Expanding and using the Temperley-Lieb relations these combine in pairs
between the two sums to give terms with the required factor of 1/kd.

This completes the proof of Sublemma 2.4.3.

Sublemma 2.4.4 There exist scalar functions of r, ai, bi (i = 1, 2) such
that

Gi = aiWs + biNs (i = 1, 2) (7.22)

are well defined at r = rc, with at least one having finite coefficient of the
longest word, and such that

GTi Gj = δij(e, e)
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Proof:
Note that

Ns =
√

kdkd−1 (1 − Ud−1/kd−1)(1 d− 1 d− 2 d− 1 d− s d
︸ ︷︷ ︸

h

, e)

where (h, e) is finite at r = rc by repeated application of Proposition 21.
Then

aiWs + biNs = (aiVs + bi)
√
kk (1 − U/k) (h, e)

= {([]ai + bi) + ai[]Xs/kd}
√
kk (1− U/k) (h, e)

From this we require

[]ai + bi = Ki/
√

kd

where Ki is well defined at r = rc. Putting K1 = 0 then

b1 = −[]a1

and equation 2.4.4 with i = j = 1 then requires

a21 = 1/(1 + [][])

Now i 6= j in equation 2.4.4 requires

a1a2 + b1b2 = 0

which implies
a2 = []b2

but then
b22 + [][]b22 = 1

using i = j = 2, so
b22 = 1/(1 + [][]).

Finally, we still require

[][]a22 + 2[]a2b2 + b22 = K2/kd

Now this gives

[]4

1 + [][]
+ 2

[][]

1 + [][]
+

1

1 + [][]
= K2/kd

so
K2 = kd(1 + [][])
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which is finite at r = rc as required.
This completes the proof of Sublemma 2.4.4.

Let us define

(1 d+ t d, e)r = G1 = a1Wt + b1Nt

and
(1 d d− t d, e)r = G2 = a2Wt + b2Nt.

Now suppose there exists an invariant subspace of the ideal generated
by (e, e). Consider any vector V in this subspace. By proposition 12 the
invariant subspace generated by V necessarily includes a vector containing
a finite contribution of the longest possible word, and hence of the form

Z =
∑

i

Ci Yi + C (1 d+ t d, e)r + C′ (1 d d− t d, e)r

where the elements Yi are words other than the longest possible word, and
Ci, C, C

′ are constants such that C +C′ 6= 0. Therefore, at least one of G1

and G2 is in the subspace . Therefore (e, e) is in it (using Sublemma 2.4.4)
and therefore the whole space is in it.

This completes the proof of Sublemma 2.4.2 and of Lemma 2.4.

Remarks on basis vectors

With reference to sublemma 2.4.4, and in particular equation 7.22 we in-
troduced

(1 d+ t d, e)r = G1

and
(1 d d− t d, e)r = G2

More generally, if a sequence {s} has a subsequence of the form

si = d d+ r > sk>j>i > d sk = d

then define a ‘reflection’ {s′} differing only in

s′i = d s′k>j>i = 2d− sj s′k = d.
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Figure 7.3: Building a ‘reflection’ by adding strips.

We generalise sublemma 2.4.3 by defining V{s} ∈ Tn(q) as any operator
such that

(s, e) = V{s} (s′, e)

whereupon:

Lemma 2.5 For X{s} some linear combination of words, including the
longest possible word, with coefficients finite at r = rc, and []{s} is some
scalar function of r which takes the value 1 at r = rc, then V{s} may be
written in the form

V{s} = [kdkd+1]
1/2 []{s} (1 +X{s}/kd)

Proof: similar to sublemma 2.4.3. Consider the order of construction of
(s, e) from (s′, e) exemplified, in the case

{s} = ...d d+ 1 d+ 2 d+ 3 d+ 4 d+ 3 d+ 4

d+ 3 d+ 2 d+ 1 d+ 2 d+ 1 d+ 2 d+ 1 d...,

by the diagram in figure 7.3. Now assume the proposition true for some
pair s, s′ corresponding to part of this diagram on the left (it is clearly true
for {s} = ...d d + 1 d...). Work by induction on the number of pairs of
strips L,L(−) (of whatever length) added to the right.

Corollary 24.2 Let {s} have no other reflections, then there exist scalar
functions of r, ai and bi, such that

(s, e)r = a1 (s, e) + b1 (s′, e)

and
(s′, e)r = a2 (s, e) + b2 (s′, e)
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are well defined at r = rc, with at least one having finite coefficient of the
longest possible word, and such that with {w}, {w′} each either {s} or {s′}
then

(w, e)T (w′, e) = δw,w′ (e, e).

Proof: As for sublemma 2.4.4.

Corollary 24.3 By linearity if {s} has many reflections (i.e. many sub-
sequences of the type indicated) then repeated use of these transformations
gives well defined operators.

The new notations for G1 and G2 above signify that the well defined
vectors have been obtained by linear transformations among pairs of opera-
tors (s, t) whose sequences are related by reflection. An arbitrary sequence
can have many such reflectable subsequences and hence many reflections.
We then have

Definition 42 Define (s, t)r and its various reflections (in the sense of the
preceding discussion) as the well defined elementary operator obtained from
(s, t) and its various reflections by applying concommitant linear transfor-
mations such as in equation 7.22.

The existence of well defined (s, t)r is a consequence of Lemma 2.4,
independently of the explicit construction in equation 7.22.

Definition 43 Id+s is the left ideal and Dd+s the double sided ideal gen-
erated by

(ed+s o ed+s).

Lemma 2.6 The quotient I/J is isomorphic to the quotient Id+s/Dd+s−2.

Proof:
Up to the respective quotients these ideals have, from their definitions,

the same generating elements.

Corollary 2.6.1 I/J is indecomposable.
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Proof: Recall that (ed+s o ed+s) is a primitive idempotent up to quotients
by Dd+s−2

Let us introduce K, the maximal proper invariant subspace of the in-
decomposable left ideal I/J .

Lemma 2.7 The quotient by K of the left ideal I/J has dimension at least
Cn+1,d+s,r.

Proof:
By establishing the existence of this number of basis vectors.
Under the quotient by J we can treat Es as having the relevant prop-

erties of a well defined idempotent E, and build elements (w, e)s analogous
to (w, e) (i.e. obeying

(e, w)(w, e) = (e, e) )

using Es in place of E in the definition.
Specifically, we will show that there is a finite (w, e)s or equivalent (i.e.

a reflection (w, e)sr) for every sequence {w} ∈ S(n+ 1, d+ s, r).
Recall the definition of S(n+ 1, d+ s, r). Any {w} ∈ S(n+ 1, d+ s, r)

has the property that there is no wj = d+ r after the last wi = d. Consider
the sequence {w′} given by

{w′} = (12)t 1 d wi+1 wi+2 ... d+ s

where wi = d is the last d in the sequence. Then (w′, e)s is well defined
and there exist R,R′ ∈ Tn(q) such that

RR′ = R′R = 1

and

R(w′, e)s = (e, e)s

by Proposition 21. On the other hand, there is a well defined basis vector
for each modification of {w′} to the left of w′

i = wi = d by Lemma 2.4.
This completes the proof of the Lemma 2.7.
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Lemma 2.8 The irreducible invariant subspace of I/J has dimension

C′
n+1,d+s,r

and is isomorphic to K.

Proof:
Similar to above but with a ‘twist’ .....
We will show that there is an independent basis vector in the subspace

for each sequence in S′(n + 1, d + s, r). Consider {t} ∈ S′(n + 1, d + s, r)
and the finite vectors

1√
kd

(t, e)r

Then consider the subset of sequences in S′(n+1, d+s, r) labelled by integer
j such that tj = d+ r and there is no ti>j = d. If one element of the subset
gives rise to a basis vector for the subspace then they all do by lemmas 2.4
and equation 6.33. Thus we only need to find one vector for each possible
j. We will do this by induction. Suppose an example exists for some j (it
exists for the maximum possible value of j, specifically the vector

v′ =
1√
kd

(1212...1 d+ r d+ s, e),

which is in the invariant subspace by Sublemma 2.4.2) then without loss of
generality a vector of the form

v′′ =
1√
kd

(... d+r−2 d+r−1 d+r−2 d+r−1 d+ r
︸ ︷︷ ︸

sj

d+r−1 ... d+s , ed+s)

is present (Proposition 21 and equation 6.33). Now by Lemma 2.4 there
exist operators R,R′ ∈ Tn(q) such that

RR′ = R′R = 1

and, defining

f ′ =
1√
kd

(... d+r−2 d+r−1 d+r d+r+1 d+r d+r−1 ... d+s , ed+s)r

we have
f ′ = Rv′′

and
v′′ = R′f ′.
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To see this note that v′′ and f ′ involve identical sequences after sj = d+ r,
and that Lemma 2.4 therefore implies that they are each part of the basis for
an irreducible representation of Tn+s−r(q) (so in fact R,R′ ∈ Tn+s−r(q) ⊂
Tn(q)).

Now consider a vector with subsequence of the form

w =
1√
kd

(... d+ r− 2 d+ r− 1 d+ r d+ r− 1 d+ r − 2
︸ ︷︷ ︸

sj

d+ r− 1 ..., e)

Since the subsequence shown is just the reverse of that in v′′, and the
corresponding subsequence in f ′ is symmetrical under this reversal, then
by symmetry there exist P, P ′ ∈ Tn(q) such that

PP ′ = P ′P = 1

and
f ′ = Pw

and
w = P ′f ′

Then
w = P ′Rv′′

and
v′′ = R′Pw.

From Proposition 14 and Lemma 2.7 then both bounds on dimensions
are saturated or I/J is irreducible.

In fact we can check the closure of the invariant subspace on the given set
of C′

n+1,d+s,r basis states directly. By definition 24 the only two situations
in which it would be possible to get out of this set are when acting with Ui
on vectors of the form

1√
kd

(...(d+ r − 1 d+ r d+ r − 1)i..., e)

or
1√
kd

(...(d+ 1 d+ 2 d+ 1)i..., e).

However, we see from the definition 24 that in both cases the coefficient of
the vector outside the claimed basis set is zero when r = rc.

For example,

Ui
1√
kd

(...(d+ 1 d+ 2 d+ 1)i..., e) =
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−
√

kd+1

kd+2kd
︸ ︷︷ ︸

=0

(...(d + 1 d d+ 1)i...
︸ ︷︷ ︸

not in S′

, e)+
1

kd+2
︸ ︷︷ ︸

=
√
Q

1√
kd

(...(d+1 d+2 d+1)i..., e)

(7.23)
This completes the proof of Lemma 2.8.

Lemma 2.9 The invariant subspace J has irreducible invariant subspace
A of dimension C′

n+1,d−s,r. The quotient J/A is irreducible.

Proof: Similar to Lemmas 2.6, 2.7 and 2.8.

Lemma 2.10 The projective module I has an invariant subspace L gener-
ated by

1√
kd

(gd+s , e)
s

with invariant subspace A and L/A = K.

Proof:
1√
kd

(gd+s , e)
s is obtained from (ed+s, ed+s)

s by acting with r−s ‘strip’
operators of the type Li,j(x). The effect on the J part of (ed+s, ed+s)

s is
of the form

Li,j(x)
1

kd
(gd−s, gd−s) ∝

1

kd
(1212...121 2 1 d+ 1 d− s, g)

(see Proposition 21 for details, and note that we also use Propostion 8).
When the I/J part has reached 1√

kd
(gd+s , e)

s we have in the J part

1

kd
(1212...1 d+ r − s

︸ ︷︷ ︸

si

d− s , g).

Acting with Ui then gives

Ui
1√
kd

(gd+s , e)
s = Ui

1

kd
(1212...1 d+ r − s d− s, g)
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= Θ (1212...1 d+ r − s− 1 d+ r − s− 2
︸ ︷︷ ︸

si

d+ r − s− 1 d− s, g)

+Θ′ (1212...1 d+ r − s d− s, g)
(where Θ,Θ′ are constants) by Proposition 8. These operators generate A.

This completes the proof of Lemma 2.10.

Sublemma 2.10.1 The invariant subspace A is isomorphic to the irre-
ducible quotient of I/J by K.

Proof:
D is irreducible, and note that v is a homomorphic image of

((12)p 1 d+ s, (12)p 1 d+ s)s

That is, we have
(e, e)s

v7→ (e, e)sv = v

by the definitions and the generic theorem. We may then build on either
object from the right in the same way, since the required factors from
definition 24 are either identical or else the same via

kd+s+1 = 1/kd−s.

Note that the left ideal generated by v closes since Ui does not have an
inverse (see equation 7.23 for an example), whilst (I/K)/J closes at the
corresponding point by virtue of the K quotient.

Altogether we see that our indecomposable projective I has Loewy
structure

(I/K)/J ∼ A

K/J J/A

A

.

The projective I ′ generated by (ed+2r−s, ed+2r−s)s has structure

(I ′/K ′)/J ′ ∼ J/A

K ′/J ′ ∼ A ∼ (I/K)/J J ′/A′

A′ ∼ J/A
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- c.f. Theorem 2.
We are now in a position to identify the operators e α β and γ from

the alternative statement of the theorem. Recall that with {gd−s} =
1212....12 1 d d− s we have

(ed+s, ed+s)
s = (ed+s, ed+s) + (gd−s, gd−s).

In what follows (w, t) means (w, t)sr .
Let Qc(m) be a direct summand of Tn(q) and, for k = 1, 2, ..,m, (ek)ij ∈

Qc(m), where k indexes the indecomposable projectives in Qc(m). We put
k = 1 for the projective generated by (es, es) with s < r, k = 2 for (ep, ep)
with p = 2r − s, k = 3 for p = 2r + s, and so on (each new ‘height’ p a
reflection of the previous one about the integer multiple of r immediately
above it). Then with k corresponding to a typical p = d+ s

(ek)ij = (xi, ed+s)(ed+s, xj) xi, xj ∈ S(n+ 1, d+ s, r)

(αk)aj =
1√
kd

(ya, ed+s)(ed+s, xj) ya ∈ S′(n+ 1, d+ s, r)

(βk−1)zj =
1√
kd

(yz, gd−s)(ed+s, xj) yz ∈ S(n+ 1, d− s, r)

(γk)ij =
1

kd
(xi, gd−s)(ed+s, xj) xi ∈ S′(n+1, d−s, r) ∼ S(n+1, d+s, r).

This completes the proof of the Main Theorem.
This has been quite a complicated proof, generating alot of extra infor-

mation on the way. There are several relatively concise ways to check it,
and we will describe a very powerful one in chapter 9.

æ
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Chapter 8

Graph Temperley-Lieb
algebras

An enormous amount of work has been done on 2 dimensional statistical
mechanics, considering that 3 and 4 dimensions are probably the most
important physically! This is partly because models are more tractable in
2 dimensions. However, the imbalance must not persist indefinitely.

Graph Temperley-Lieb algebras are certain generalisations of Temperley-
Lieb algebras, including those appropriate for building the transfer matrices
for Potts models in arbitrary dimensions. In this chapter we construct var-
ious representations for these algebras, which are again parameterised by
the scalar Q.

In particular we give the generically irreducible representations which
are appropriate for building the transfer matrices of statistical mechanical
models. These representations are well defined for all Q, whereas the repre-
sentations coming directly from physical models are typically only defined
for certain values of Q. We also give representations with bases derived
from the partitions of n distinguishable objects (n is the number of nodes
in the graph). These bases give representations for all possible spatial lat-
tices! We will show how to compute the dimensions of these representations
by a diagrammatic technique.

8.1 Introduction

The Temperley-Lieb algebras Tn(Q) of chapter 6 may be defined as follows.
Associate a generator Ui with each node i of an An graph (figure 8.1). The
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t t t t t t t
Figure 8.1: The An graph for n = 7.

generators have relations

UiUi =
√
QUi

UiUjUi = Ui . . . if nodes i and j are connected by a bond,

UiUj = UjUi . . . otherwise. (8.1)

We now consider the effect of generalising the graph associated with the
defining relations 8.1 to any graph constructed as follows. Form a ‘pregraph’
from a collection of nodes or ‘sites’ somehow connected by bonds, the graph
is obtained by decorating the middle of every bond with a further site 1.
The algebras associated with the relations 8.1 in such cases will be called
graph Temperley-Lieb (GTL) algebras. The algebra associated with a given
pregraph G will be denoted GT (Q) (so T2n−1(Q) becomes AnT (Q) and so
on). We will examine the representation theory for these new algebras.

An immediate application of this work is in the 3 dimensional Potts spin
and lattice gauge models, for which the algebra generators for an appropri-
ate graph build the 2 dimensional layer transfer matrix. The identification
of the irreducible representation associated with the free energy in these
models simplifies the computation of the free energy on the finite lattice.
The breakdown of the Q-generic structure of the algebra should signal a
3 dimensional series of critical field theory limits analogous to the central
charge c ≤ 1 conformal series (Q = 4 cos2(π/r); r ∈ Z+) in 2 dimensions
(c.f., for example, Cardy 1987).

In the next section we give the representations of graph Temperley-Lieb
algebras (with Q positive integer) associated with Potts models, and de-
scribe the quotient relations obeyed by these representations In section 8.3
we give representations (with Q an indeterminate) associated with the set
of partitions of n distinguishable objects. We identify generically irre-
ducible subspaces and determine the corresponding quotient relations. In
section 8.4 we discuss the physical consequences of these results.

1There are many further generalisations possible, involving directed bonds, multiple
bonds and so on. Our choice is motivated by physical considerations (see later) given
which such further complications are as yet superfluous.
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8.2 The Potts Representation

8.2.1 Construction

For definiteness, then, let us start by considering the algebras appropriate
for the 3d Potts models. The pregraphs here are square lattices, so the
graphs are edge centred square lattices. The 3d Potts l.m-site layer transfer
matrix may be written

T (v) =
∏

layer sites i.

(v +Q1/2Ui.)
∏

layer bonds ij

(1 + vQ−1/2Uij) (8.2)

where v = (exp(β)− 1) and β is the coupling parameter, as in the 2 dimen-
sional case (see, for example, Baxter 1982). The layer site label (i.) may
be regarded as a vector specifying a site position in the layer i.=(i1, i2)
(i1 ∈ 1, .., l; i2 ∈ 1, ..,m); and the bond label (ij) as a pair of vectors speci-
fying adjacent (i.e. bond connected) sites in the layer.

For more general pregraphs the site label is not naturally specified as a
2 dimensional vector. We will, however, retain the distinction of indexing
pregraph sites with a dotted letter, and bonds with the associated pair of
sites. This pregraph notation seems to be more convenient in general than
labelling generators with a node of the derived graph (as is done in the rela-
tions (1)). Henceforward we will always specify algebras by their pregraph,
and the relations (1) (which apply to the graph) should be interpretted
accordingly.

The matrices Ui. and Uij are given as follows:

Ui., Uij ∈ End(
⊗

i1=1,..,l;i2=1,..,m

V (i.)) (8.3)

where V (i.) is the Q dimensional vector space with basis the possible Potts
spin variable values on site (i.), say si. ∈ {1, 2, .., Q}. Then:

Ui. acts trivially on V (j.) unless i. = j. (i.e. i1 = j1 and i2 = j2);

Ui. on V
(i.) is Q−1/2 M , whereM is the Q-by-Q matrix with all entries

unity.

Meanwhile:

Uij acts trivially on V (k.) unless i. = k. or j. = k. ;

Uij on V
(i.) ⊗ V (j.) is diagonal(Q1/2 δ(si., sj.)).

Note that the generalisation of this definition to arbitrary graphs is
automatic.
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8.2.2 The Potts quotient algebra

We may think of these matrices as defining a finite dimensional ‘Potts’
algebra for each integer Q (the dimension of such an algebra is ≤ Qlm) or
we may think of them as giving a representation of the abstract algebra
associated with the original graph. The quotient relations describing the
place of the Potts algebra in the abstract algebra are not obvious, but note,
for instance, that the Potts representation is real and symmetric, while
representations need not be unitarisable in general. The abstract algebra
can be finite dimensional only if the pregraph has no closed loops and no
nodes with coordination number greater than 3 (generically it should be a
Coxeter-Dynkin diagram for finiteness). Finite dimension of the abstract
algebra is not particularly significant physically, so not too much should be
read into this.

In any case the Potts representation must obey at least one set of quo-
tient relation on physical grounds, if they are not already a consequence of
the relations (1). That is, T (0) should be a primitive idempotent (at least
up to normalisation). For the AnT (Q) algebras this is already a conse-
quence of the original relations, but in other cases it simply amounts to the
statement that at high temperatures the Potts model is disordered. The
explicit relations may be determined by reference to inhomogeneous Potts
model partition functions with free boundary conditions in the layering
direction.

By similar arguments a minimal list of sets of quotient relations appro-
priate for such physical models (and all of which are trivial in the An case)
is indicated as follows. For W any word of length O(W ) in the generators
{Ui., Uij} and

Rb(N) =
∏

i. 6∈b(N)

(Ui./Q
1/2) (8.4)

where b(N) is any N element subset of nodes in the pregraph, so 0 ≤ N ≤ n,
and, for example,

R0 = Rb(0) =
∏

all pregraph nodes i.

(Ui./Q
1/2), (8.5)

then:

Rb(N)WRb(N) = χb(N)(W )Rb(N) (mod. Rb(M) ∀ b(M) ⊂ b(N)) (8.6)

where χb(N)(W ) is a scalar, and in particular, generically χb(n)(W ) = 0
(O(W ) > 0). The proof is outlined in section 8.3.6.

This means that we may, in principle, associate not necessarily distinct
indecomposable representations with the left ideals generated from each
Rb(N) (mod. Rb(M)).
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8.2.3 Reducibility of the Potts representation.

To see that the Potts representation for Q = 2, 3, 4, ... is reducible consider
the similarity transformation by the matrix S defined by

Sij = (1/(Q+ 1− i)) . . . j ≥ i
Sii−1 = −1 (8.7)

Sij = 0 . . . otherwise.

on every subspace V (k.) . The site operators then become diagonal (Q1/2, 0, 0, ..)
and the bond operators do not mix between states with odd and even num-
bers of spins in state sk. = Q.

We know from the An case that the decomposition described here for
Q = 2 is complete. This is a remarkable result. It means that the Q = 2
An Potts algebra is isomorphic to every other Q = 2 n-node pregraph Potts
algebra. In other words the operators for building arbitrary dimensional
interactions may be built from just one local operator and a set of spatially
translating and rotating conjugations, all of which already exist in the An
(i.e. 2 dimensional Potts model) algebra.

For Q = 3 we have shown that the Potts representation contains at
least 2 irreducible components. On the other hand we know from the An
case that there are at most 3. We also know on physical grounds that the
multiplicities of the first 2 irreducibles are 1 (from the uniqueness of the
free energy) and 2 (from the degeneracy of the ordered state) respectively.
The lower bounds for their dimensions (and that of the third, if it exists)
from the An case, together with the total dimension of the Potts represen-
tation and the dimensions of the blocks we exhibited above, are given in
the following table for enough cases to show the pattern:

n d1 d2 d3 dPotts b1 b2
1 1 1 0 3 2 1
2 2 3 1 9 5 4
3 5 9 4 27 14 13
4 14 27 13 81 41 40

We see that the only possibility is that, here also, the An Potts algebra is
isomorphic to every other n-node pregraph algebra. The same remarkable
consequences also pertain.

In fact the same is trivially true for Q = 0, 1. On the other hand it is
not true for Q large enough.
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8.3 Partition representations

8.3.1 The bases

Note that for Q = 0 the Potts representation is undefined, and for Q = 1 it
is 1 dimensional (Ui. = Uij = 1 ∀ i, j). Otherwise the representations grow
rapidly with l,m and we have shown that they are reducible. Furthermore,
it is not obvious how to generalise to non-integer Q, although the defining
relations make no obvious distinction. Let us proceed by constructing 2
further types of representation from a different (although related) source.
One of these types is generically irreducible and both are defined for all
Q. The idea for these representations comes from the Whitney polynomial
(Baxter 1982) for certain non-planar graphs which we will describe later.
However, the basis is most naturally described in a more general framework.

Consider the set of partitions of n distinguishable objects. For example
with n = 1, 2, 3 we have

{(1)}, {(1)(2), (12)}, {(1)(2)(3), (12)(3), (13)(2), (23)(1), (123)}.

Another useful notation here is to replace the list of all partitions in each
case with just the list of all partition shapes (as in Young diagrams (Robin-
son 1961)) preceded by their corresponding multiplicities (if other than
unity). In this scheme the n = 3 set becomes

{(13), 3.(21), (3)}.

We will define Sn to be the number of partitions in each case. Then for
n = 1, 2, 3, 4, 5, 6, 7, 8 we have

Sn = 1, 2, 5, 15, 52, 203, 877, 4140,

and so on. We will show how to compute these numbers below.
If 2 objects (a, b say) are clustered together in a partition we say that

they are connected, and write a ∼ b. Of course a ∼ b and b ∼ c implies
a ∼ c.

Now associate to each partition the set of possible partitions of its con-
nected clusters into 2 ‘teams’ (including the possibility of empty teams). If
a partition has c clusters then the set has 2c elements. For example the set
for (13)(2) is

{((13)(2), ∅), ((13), (2)), ((2), (13)), (∅, (13)(2))}.

Here ((13)(2),∅) means the element in which the clusters (13) and (2) are
in the first team, and the second team is empty. The union of such sets
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over the partitions then provides a basis for a representation of any graph
Temperley-Lieb algebra with an n node pregraph, as we will see shortly.

It is convenient to partially order the union by putting all the elements
with i cluster ‘2nd teams’ before all those with j cluster 2nd teams if i < j;
and within this ordering by putting all elements with d clusters in total
before those with e clusters in total if d > e. The number of elements in
the union with i cluster 2nd teams, Sn(i), is computed below. Note that
we have put the (1n) partitions first in each fixed i subset.

8.3.2 Computation of Sn(i).
To compute Sn(0) note that it is the sum of entries in the nth row of the
following diagram:

1
1 1
1 3 1
1 7 6 1
1 15 25 10 1
.. .. . .. .. ..

where the number in the jth column of the nth row is the sum of the number
in the (j-1)th column of the (n-1)th row and j times the number in the jth

column of the (n-1)th row. To see this note that Sn(0) is also the number
of sequences of length n, p={p1, p2, ..., pn}, with the property that

1 ≤ pi ≤ ((max pj ∀ 1 ≤ j ≤ i) + 1). (8.8)

Proof: Associate pi with node i and say nodes i, j are connected if
pi = pj (i.e. label the relevant cluster by pi). Then the cluster containing
node 1 is always cluster no.1 , that containing node 2 is cluster no.2 unless
it is in cluster no.1, and so on. It is easy to see that this is a unique
representation of partitions.

On the other hand the possibilities for p may be enumerated diagram-
matically as follows:

p1 : 1
p2 : 1 2
p3 : 1 2 | 1 2 3
p4 : 1 2 | 1 2 3 | 1 2 3 | 1 2 3 | 1 2 3 4

and so on. The claimed result follows.
Note also from this construction that the jth number in the nth row in

the original diagram gives the number of partitions into exactly j non-empty
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clusters. Note that the maximal such contribution to any row comes from
further to the right as n increases, so the asymptotic ratio is

lim
n→∞

Sn+1/Sn =∞. (8.9)

To compute Sn(i) note that the number of ways of choosing i clusters
from j to go into the second team is (j)!/(j − i)!(i)! if j ≥ i and zero
otherwise. Thus the corresponding diagram for arbitrary i is obtained by
multiplying each entry in the diagram above by the appropriate factor. For
example for i=1,2,3 we have:

1
1 2
1 6 3
1 14 18 4
1 30 75 40 5

0
0 1
0 3 3
0 7 18 6
0 15 75 60 10

0
0 0
0 0 1
0 0 6 4
0 0 25 40 10

and so on.

8.3.3 Representation type 1

Assign one distinguishable object (from n) to each site of the pregraph.
Then numbering elements in the union from

1, ...,Sn(0),Sn(0) + 1, ...,Sn(0) + Sn(1), ...,
∑

i

Sn(i)

the representation is given by

(Ui.)kl = Qδkl/2 . . . if completely disconnecting the object

at site i. of the pregraph and putting it in
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the 1st team takes element k to l,

= 0 . . . otherwise;

(8.10)

(Uij)kl = Qδkl/2 . . . if connecting the objects

at sites i. and j. of the pregraph, and putting

the resultant cluster in the 2nd team if i and or

j is in the second team, takes element k to l,

= 0 . . . otherwise.

To see that this defines a representation note (c.f. the defining relations):
i) that the repeated application of Ui. or Uij simply results in the ap-

pearance of a factor of Q1/2;
ii) that the order of application of any 2 operators is unimportant if

they are not of the form Ui. and Ujk with either i. = j. or i. = k. ;
iii) that disconnecting an object, connecting it and then disconnecting

it again is equivalent to disconnecting it;
and iv) that connecting 2 objects, disconnecting one and then recon-

necting it is equivalent to connecting the 2 objects.QED.

Note that no operation increases the number of clusters in the second
team, so we have a sequence of invariant subspaces filtered by this number.
Quotienting by elements with second team occupancy < i we get represen-
tations for each fixed i. We call the fixed i basis the ‘full’ partition basis
for each i.

Note that all these bases depend on the pregraph only in as much as
they depend on n.

8.3.4 Representation type 2

The above representations are not, in general, irreducible. Fixing i, there
is an invariant subspace associated with the sub-basis of elements with the
property that they can be realised as ‘boundary states’ of walks on an
extended pregraph (e.p.graph) constructed as follows (see also figure 8.2).

Step (1): To each node of the pregraph associate an infinite tower of
nodes connected by a linear chain of bonds. The original node is the top
level node of the tower (call it level 0).

Step (2): Considering the original pregraph, join the nodes at each given
level in the resultant set of towers in the same way as the original nodes at
level 0 are joined to construct the pregraph.

Now consider again the set of partitions of n distinguishable objects into
clusters, with i clusters in the second team. The subset of elements we want
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PPPPPP tt t
1

23 4 5

6

Step 1

❄

✏✏✏✏✏✏t tt

PPPPPP tt t ✏✏✏✏✏✏t tttt t t tt
tt t t tt
tt t t tt
tt t t tt
tt t t tt

Step 2

❄

PPPPPP tt t ✏✏✏✏✏✏t tt
PPPPPP tt t ✏✏✏✏✏✏t tt
PPPPPP tt t ✏✏✏✏✏✏t tt
PPPPPP tt t ✏✏✏✏✏✏t tt
PPPPPP tt t ✏✏✏✏✏✏t tt

Figure 8.2: Constructing the e.p.graph for the pregraph D
(1)
5 .
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PPPPPP tt t ✏✏✏✏✏✏t tt
PPPPPP tt t ✏✏✏✏✏✏t tt
PPPPPP tt t ✏✏✏✏✏✏t tt
PPPPPP tt t ✏✏✏✏✏✏t tt
PPPPPP tt t ✏✏✏✏✏✏t tt

PPPPPP

Figure 8.3: Realisation of the basis state ((14)(25)(3),(6)) for the pregraph

D
(1)
5 . Note that node 6 at level 0 is connected to the corresponding node

in the bottom level shown, which is otherwise totally disconnected.

for an invariant subspace is that set for which it is possible to construct
non-intersecting paths along bonds of the extended pregraph such that each
set of connected nodes in the partition at level 0 is joined by a path, and
that each cluster in the second team is joined by a path to a level with all
nodes otherwise pathless.

To see this note from the definition 8.10 and the subsequent quotienting
procedure that each Ui. or Uij has at most one non-zero entry per column.
Thus starting from any basis state corresponding to all nodes disconnected,
and acting with some Ui. or Uij , the effect is just to take us to another (or
possibly the same) basis state. The new state is obtained from the old one
by either connecting 2 nodes (acting with Uij) or disconnecting one (Ui.).
Any word in the U -operators (W , say) takes us from the original basis state
to another by a sequence of moves corresponding to connecting nodes or
disconnecting a node. Writing the disconnected basis state as |0 > we can
express the effect of the sequence of moves by

W |0 >= kW |w >,

where |w > is the basis state reached by the action of W and kW is some
scalar function of Q1/2 (see below). Note that we have distinguished be-
tween the labels W and w since, in general, more than one W will produce
a given |w >.
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Now each of the moves in turn may be represented diagramatically by
adding a ‘layer’ (consisting of a new level 0 pregraph and bonds connecting
each node to the corresponding node in the next level) to the top of the
e.p.graph. The layer must contain appropriate sections of paths, or ‘steps’,
on some bonds. If a path is present between two nodes then they are con-
nected, otherwise they are disconnected. Thus the required layer for a Ui.
contains steps on every bond between levels except at node i, and no paths
between nodes within a level; while the layer for a Uij contains steps on
every bond between levels and a step between nodes i and j within a level.
The effect of a Ui. or Uij on the present state depends only on the resultant
connectivity of nodes at level 0 (although in general this connectivity will
be achieved by paths passing through other levels in the e.p.graph), so any
paths or parts of paths irrelevant to this connectivity, such as cul-de-sacs,
may be ignored. This is why we have described this realisation of basis
states as ‘boundary states’ of walks on the e.p.graph.

We note immediately that, for an arbitrary pregraph, not all connectiv-
ities can be realised in this way, thus not all basis states are in the invariant
subspace. We can determine the invariant subspace by carrying out a pro-
gramme of adding layers with steps to the e.p.graph with no paths (i.e.
acting with Ui. and Uij on some totally disconnected basis state) and not-
ing the accessible connectivities, until the set of connectivities so produced
becomes fixed.

For example, in the case shown in figure 8.2 (i.e. for n = 6 with the pre-

graphD
(1)
5 ), the basis state ((14)(25)(36),∅) is not accessible, since any con-

nection between 1 and 4 leaves room for only one non-intersecting path from
2,3 to 5,6 , while we require two. By the same measure ((14)(25)(3)(6),∅)
is possible. Similarly, in the case i = 1 the state ((14)(25)(6),(3)) is not
accessible, while the state ((14)(25)(3),(6)) is accessible. An appropriate
arrangement of paths in this case is shown by the thick lines in figure 8.3
(note that since we need only keep information about the connectivity of
the top level it is often possible, and convenient, to compose the effects of
several layers as defined above into one layer, which may then isolate or
connect several nodes at once).

Carrying out the programme indicated above for the D
(1)
5 pregraph

shown here we find that 198 out of 203 i = 0 basis states are accessible.
In fact the i = 0 accessible subspace has been computed for many pre-
graphs by this straightforward procedure. The available results show no
simple patterns to suggest a more sophisticated algorithm in general, and
are unpublished (but easily reproducible).

For another, well understood example, if the pregraph is A4 then the
extended pregraph is a 4 site wide square lattice. Numbering the nodes of
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the pregraph (at level 0 on the e.p.graph) from one end to the other we
see that we have excluded the basis state ((13)(24),∅) from the subspace,
since there is no path on the extended pregraph from 1 to 3 which does not
cross any path from 2 to 4. Similarly ((13)(4),(2)) is excluded, since any
path from 1 to 3 isolates 2 from all pathless levels. The case of pregraph
Ak is precisely that of the Whitney diagram representation discussed in
chapter 6.

In general the invariant subspaces correspond to the left ideals gener-
ated from Rb(i) (mod Rb(j) b

(j) ⊂ b(i)) in the quotient algebra in which
Rb(j) (∀b(j) ; j = 0, .., i) is a primitive idempotent, as follows. The basis
element with all sites isolated, and nodes in b(i) in the second team, corre-
sponds to Rb(i) . Multiplying (on the left) by any pre-graph bond Uij which
does not change the second team occupancy gives the partition with the
appropriate pair of sites connected, and so on. This process just corre-
sponds to reproducing the abovementioned paths at the operator level. An
example of an excluded element, at second team occupancy i = 2 in the
A4 case, is U12U3U4, since U1U3U4 = 0 (mod Rb(1) , b

(1) = {i. = 2}) implies
U12U1U3U4U12 = 0.

For completeness we note that, up to overall factors of Q1/2, the element
of the left ideal generated from U1U2U3U4U5 represented in figure 8.3 may
be written

U3U23U2U12U24(U1)U2U4U23U24U45(U1U2U3U4U5)U1U2U3U4U5.

This product, taken from left to right, can be extracted from the figure by
reading from top to bottom. The bracketed factors each reduce to Q1/2 on
application of the defining relations (from equation 8.1).

In general if we replace every factor of the form Ui. by (Ui.Q
1/2) and

every factor of the form Uij by (UijQ
−1/2) in a word W then the factor

kW (Q1/2) in
W |0 >= kW (Q1/2)|w >

becomes just QC . Here C is the number of isolated paths, including single
nodes, in the interior of the e.p.graph (i.e. those which do not affect the level
0 connectivity). In our example, for instance, the above renormalisation
changes each of the bracketed factors to Q, corresponding to the presence
of the isolated node in position 1 at level 3 (that is the fourth level down)
and the isolated nodes in positions 1,2,3,4 and 5 at level 4 (the bottom level
shown). We will prove the general result in section 8.3.6.

In the corresponding representations T k(v) is, up to similarity trans-
formations, the transfer matrix for the dichromatic polynomial (chapter 1)
(Q is the other parameter) associated with an extended pregraph of just
k levels. This is, perhaps, a strange object to consider. Nonetheless, it
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provided the stimulation for these ideas! The extended pregraph of k levels
is a useful notion for later on. We will adopt the notation Gk for such an
extension of the graph G.

8.3.5 Fixed n pregraph dependence of type 2 bases.

Note, from the generalised version of the definition 8.1, that if an algebra
has a pregraph G , and another algebra has a pregraph H , then GT (Q)
is a subalgebra of HT (Q) if H contains G as a subgraph. The ‘maximal’
pregraph with n nodes is the one in which every site is connected to every
other by a bond. We sometimes call this the infinite dimensional case, in
reference to the associated physical models. At the other extreme, a graph
with more than one connected component has an algebra corresponding to
the direct product of (commuting) algebras associated with each connected
component.

In the case i = 0, note that the algebras for the pregraphs in which
at least one site is connected by a bond to every other have an irreducible
representation given by the full partition basis (i = 0), since in these cases
every partition may be realised from the (1n) partition by some sequence
of moves in which sites are connected along bonds or sites are isolated. The
instances in which such pregraphs are also tree graphs are unique for each n
(up to permutations of sites), having one coordination number (n− 1) site
and (n − 1) coordination number one sites. These cases are called ‘daisy’
graphs.

For general i only the algebra for the maximal pregraph always has an
irreducible representation associated with the full fixed i basis.

As bonds are removed from the maximal pregraph, then, the subspaces
accessed from (1n) (i.e. the (1n) elements in any fixed i basis) in the way
described above occasionally shrink. One possible limit of this procedure
is the case in which all site coordination numbers are 2 (except for a pair
of coordination number 1 sites at the ends of the chain of bonds). We
sometimes call this An case the ‘linear’ pregraph. This case is the original
Temperley-Lieb algebra for which such a sub-basis was discussed in Martin
1986b. Here the number of accessible partitions is Cn = 1, 2, 5, 14, 42, 132, ...
with

lim
n→∞

Cn+1/Cn = 4 (8.11)

(Blote and Nightingale 1982) 2. Of course the linear pregraph is not the
unique connected endpoint of such a bond dissolution process (but that’s

2The number of accessible basis elements for linear pregraphs and general i is, by con-
tinuity (see chapter 6), the dimension of the irreducible representation of the symmetric
group S2n corresponding to the 2 row tableau shape (n+ i, n− i).
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another story). The assymptotic growth rate above tells us that every
positive integer Q value below 4 has an exceptional (i.e. non-generic)
Temperley-Lieb algebra associated for large enough n, as we will see shortly.

8.3.6 Generic irreducibility of type 2 representations.

First let us show that Rb(l) is, at least up to quotients, a primitive idem-
potent, and hence that (provided the algebra is semi-simple) the represen-
tation associated with the left ideal is irreducible (otherwise it is indecom-
posable).

For given n, consider the tree of pregraphs related by bond dissolutions
starting from the maximal case and ending with tree graphs (which become
disconnected if any further bonds are dissolved). For n = 1, 2 the endpoints
coincide. For n = 3 we have just 2 possible connected graphs, figure 8.4.
In both cases the i = 0 irreducible subspace coincides with the original 5

dimensional space, but for A
(1)
2 we must impose the non-trivial quotient

relation
U0U1U2U01U12U20U0U1U2 = y(Q1/2)U0U1U2 (8.12)

(where y(Q1/2) is known - see later) on the abstract algebra 8.1 before

Rb(0) = Q−3/2U0U1U2

becomes primitive.
For n = 5 the daisy graph endpoint is shown in figure 8.5. For the corre-

sponding algebra Rb(j) is a primitive idempotent modulo quotient relations
of the form

Rb(l)U01U03U0.U02U04U0.U01U03U0.U02U04Rb(l) = x(Q1/2)Rb(l) (8.13)

To determine the list of such relations in general is difficult and, in fact,
unnecessary.

To see that Rb(l) is primitive (modulo such relations) in general, i.e. for
any graph, note that all the Uj. are lower triangular in any representation
with fixed second team occupancy i, so that (Rb(i))kk is zero unless all the
(Uj.)kk (j. 6∈ b(i)) are non-zero. Each (Uj.)kk is non-zero only if disconnect-
ing a site leaves the basis element k alone, so for any partition other than
of (1n) type some such matrix element must be zero. Similarly, for (1n)
type elements of the form

((m1)(m2)...(mn−i), (mn−i+1)...(mn))

where any mp>n−i 6∈ b(i), the action of Rb(i) is to reduce the number of
second team clusters. Conversely for the unique (1n) type element of the
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(1)
4 ) for n=5.



8.3. PARTITION REPRESENTATIONS 231

form
((m1)(m2)...(mn−i), (mn−i+1)...(mn))

where b(i) = {mn−i+1, ...,mn} (numbered k = 1, say) , no (Uj .)11 (j. 6∈ b(i))
is zero. QED. Alternatively, note that the action of Rb(i) on any element
of the fixed second team occupancy i subset is either to take it to “zero”
(i.e. an element of occupancy< i) or to take it to the element k = 1 above,
since Rb(i) disconnects and puts into the first team all nodes 6∈ b(i). Thus
either the result has less than i clusters in the second team or it is precisely
k = 1.

This argument also allows a straightforward determination of the re-
quired quotient relations in each case, e.g. the form of x(Q1/2) in equa-
tion 8.13.

The representations on the accessible subspaces for any pregraph are
thus irreducible provided the algebra is semi-simple.

8.3.7 Quotient relations for type 2 representations.

It follows from the treatment of the Potts representation in section 8.5, and
in particular the e.p.graph representation of wordsW (Q), together with the
discussion in section 8.3.3, that the quotient relations generically coincide
(when Q ∈ Z+ , and formally regarding Q as an indeterminate integer
in 8.5).

To see this note the following. Forming the word W
′

(Q) (where W
′

=
Rb(M)WRb(M)) in the e.p.graph, it describes some connectivity from one end
of the e.p.graph to the other, and some connectivity of nodes at each end
of the e.p.graph, together with some isolated clusters. From the definition
of type 2 representations we will show that here, as in the Potts case,
either the number of distinct lines passing through the diagram decreases
or χb(M)(W ) (defined by analogy with equation 8.6) just picks up a factor
of Q for each isolated cluster.

Specifically, note that all the Ui. matrices in equation 8.10 may be
arranged to be lower triangular; and the Uij matrices upper triangular.
There is, therefore, an equivalent representation (for Q 6= 0) with the non-
vanishing matrix elements in equation 8.10 replaced by

(Ui.)kl = Q1/2 and (Uij)kl = Qδkl−1/2.

Recall that the quotient relations are basis independent. Then note that:

(i) introducing UijQ
−1/2 into W (Q) cannot change the number of iso-

lated clusters if it does not change the connectivity; but if it does change
the connectivity then it must do so by connecting 2 isolated clusters, and so
reduce the number of isolated clusters by 1. Meanwhile, in our equivalent
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representation, the appropriate matrix element is such as to introduce a
factor of precisely 1 in the former situation and Q−1 in the latter.

(ii) On the other hand, Ui.Q
1/2 increases the number of isolated clusters

by 1 whether or not it changes the connectivity (since either way it isolates
a node). But from the definition of the equivalent representation the matrix
element of Ui.Q

1/2 is precisley Q in either situation.

This result implies that the Potts representation is, generically, just
a direct sum of type 2 representations. The multiplicities have not been
determined in general.

8.4 Physical consequences.

We can show that the type 2 representation associated with R0 is the
representation associated with the free energy in statisitical mechanical
models. To see this note that the free energy is the largest magnitude
eigenvalue of the transfer matrix when the coupling is real. In this case
the transfer matrix is positive, i.e. all the elements are positive, and by
Perron’s theorem it has a unique largest magnitude eigenvalue, which is
positive and has a ‘positivisable’ (i.e. positive up to an overall phase)
eigenvector. From the definition it is easy to see that R0 is the matrix with
all entries 1 (up to an overall factor) in the Potts representation. Since it is
a primitive idempotent this implies that the Potts representation contains
the irreducible representation discussed above exactly once as an irreducible
component (and also as an indecomposable module). Again from the Potts
representation it is easy to see that R0 is not orthogonal to the positivisable
eigenvector associated with the free energy in this basis. Therefore the
irreducible representation associated with the primitive idempotent R0 is
the one responsible for the part of the transfer matrix spectrum containing
the free energy.

Note that the Potts representation has asymptotic growth rate of di-
mension dn (n sites) of

lim
n→∞

dn+1/dn = Q (8.14)

This is independent of the graph. If we take linear pregraphs then the
irreducible from R0 , contained in the Potts representation, has generic
asymptotic growth rate 4 (see above). This means that for large enough n
and Q < 4 the generic ‘irreducible’ representation contained in the Potts
representation has dimension greater than the Potts representation. In such
cases the true irreducible must be smaller than the generic irreducible, i.e.
the left ideal generated from the primitive idempotent is no longer the basis
for an irreducible representation. This means that the abstract algebra is
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no longer semi-simple. In other words the Temperley-Lieb algebra has an
exceptional structure for Q = 0, 1, 2, 3 (with Q = 4 a limiting case of the
generic structure). This observation has been the subject of much interest
in 2 dimensional physics (see, for example, Cardy 1986).

Asymptotic growth rates for arbitrary sequences of pregraphs are not
known at present. The most interesting question for physics is perhaps
the asymptotic growth rate for pregraphs associated with 3 dimensional
models. The rate for coordination number n pregraphs (i.e. essentially
infinite dimensional models) is infinite. This means that here all integer Q
values are exceptional for large enough n.

It is intriguing that the three dimensional limiting case seems to be at
Q > 4, while the crossover between second and first order phase transitions
for Potts models seems to be closer to Q = 3 than Q = 4 (from numerical
and strong coupling eveidence). This is contrary to the pattern in two
dimensions.

8.5 Quotient relations: the Potts representa-
tion

We will now outline a demonstration that the Potts representation obeys
the quotient relations 8.6.

(N=0) In the Potts representation (R0)ij = Q−n ∀ i, j. QED.
(N=1) Rb(1) takes the form Mn−1 ⊗ 1Q where Mn−1 is R0 for a graph

with the node b(1) deleted and 1Q is the Q dimensional unit matrix. But
the Potts generators are all invariant under a global redefinition of site
variables so, with Eij a Q dimensional elementary matrix,

Rb(1)WRb(1) =
∑

i,j=1,..,Q

CW (i, j)Mn−1 ⊗ Eij (8.15)

where CW (i, i) is independent of i and CW (i, j) i 6= j is independent of i
and j. Now quotient by R0 from the (N=0) case above. QED.

(N> 1) It is useful to define an inhomogeneous transfer matrix, gener-
alising equation 8.2, by

T ({vi., vij}) =
∏

pregraph nodes i.
(vi.+Q

1/2Ui.)
(1+vi.)

∏

pregraph bonds ij
(1+vijQ

−1/2Uij)
(1+vij)

Clearly any word W can then be written as a product of such transfer
matrices, since any generator can. The physical picture is of a Potts system
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with some couplings at zero temperature (β =∞, v =∞) so that the con-
nected spins are frozen together; and some couplings at high temperature
(β = 0, v = 0) so that the connected spins are effectively decoupled. We
see from the transfer matrix that whether or not a generator is included
in each case depends on whether it is associated with a node or a bond.
From the definition of the Potts generators we confirm that the presence of
a bond generator freezes the relevant spins together, while a node generator
decouples them. It is then helpful to write out W on Gk 3 (k as large as
necessary to contain W , i.e. k ≤ O(W )). The nodes of Gk can be thought
of as the sites of a Potts lattice. The transfer matrix transfers attention
from one level to the next. If a bond is frozen in the transfer matrix then
it is marked in the e.p.graph.

For example, a marked e.p.graph for

W = U1.U3.U5.U6.U12U23(U56)U54U5.U4.U54

U56U5.U6.U56U3.U1.U34U21U2.U4.U34U21U1.U3.U5.U6. (8.16)

in A6T (Q) is shown in figure 8.6. The construction is precisely analogous
to that described for the e.p.graph path realisation of basis states for parti-
tion representations in section 8.3.3, with path ‘steps’ replaced by marked
bonds. Note, however, that the e.p.graph in figure 8.6 has been drawn on
its side, compared to figure 8.2. In figure 8.6, in analogy to figure 8.3, we
have, where possible, accounted for more than one factor in a layer - in
general any number of successive factors of the form Ui. followed by any
number of successive factors of the form Uij may clearly be incorporated
in the same layer. In the diagram each Ui. (i.e. unmarked horizontal bond)
should be read as Q1/2Ui. and each Uij (marked vertical bond) as Q−1/2Uij .
We will denote by W (Q) the product obtained from W by making these
replacements.

Any W can be represented this way, and any such diagram corresponds
to some W . In general the word may be reducible (i.e. W ∝ W ′ with
O(W ) > O(W ′)) by the relations 8.1. In our example W (Q) = QW ′(Q)
where W ′ = U1.U3.U5.U6.. The factor of Q comes from the relations 8.1,
but physically it corresponds to the fact that the isolated cluster in the top
right of the diagram may take any of Q possible values for its spins (which
are frozen together). The remaining spins are determined by the boundary
conditions. For general pregraphs the word will not necessarily reduce using
the relations in this way, but isolated clusters will clearly still give rise to
factors of Q, from the physical picture, in the Potts representation.

3The extended pregraph (e.p.graph) Gk is defined in section 8.3.3.
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Figure 8.6: A word from A6T (Q) drawn on (A6)
11.

Now Rb(N) takes the form Mn−N ⊗ 1QN , so

Rb(N)WRb(N) =
(8.17)

Q
∑

i1,j1,...,iN ,jN=1

CW (i1, j1, ..., iN , jN ) Mn−N ⊗ Ei1,j1 ⊗ ...⊗ EiN ,jN

This corresponds to imposing free boundary conditions at the ‘external’
points ia, ja 6∈ b(N) (in the pregraphs at levels 0 and (k−1) of the e.p.graph,
respectively) and then specifying completely the boundary states of ia, ja ∈
b(N) to obtain a matrix element CW . By writing the whole of the left hand
side as a word (for example, in the figure we have Rb(2)W

′Rb(2) where b
(2) =

{2, 4}) we see that, for large enough Q, CW just depends, up to overall
factors, on the connectivity of the ‘external’ nodes ia and ja (ia, ja ∈ b(N))
of Gk. If the boundary conditions are consistent with the connectivity
(i.e. if ia ∼ jb then the spins ia = jb; if ia ∼ ib then ia = ib; and
if ja ∼ jb then ja = jb) the result is just Qc where c is the number of
isolated connected clusters. Otherwise it is zero. We thus see that, up to
overall factors, any Rb(N)WRb(N) diagram may be contracted to its ‘basic’
connections before computing CW . Because of the Rb(N) factors at each
end, the only case not covered by the quotienting is ia ∼ jb if and only if
a = b. All other connectivities involve fewer distinct (non-interconnected)
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lines passing through the diagram, and can thus be represented by elements
of ideals already quotiented out (recall equation 8.6).

To see this in an example, consider the case in which W from equa-
tion 8.16 is replaced by the same thing but with the bracketed factor (U56)
missing. Call this word X . Then only one line passes through the diagram,
and i2 6∼ j2. In this case the relations simplify the word to Q(n−1)/2Rb(1)
with b(1) = {2}. Specifically, X(Q) = QQ(n−1)Rb(1) . Again the frozen bond
picture ensures that such a simplification occurs on physical grounds in the
Potts representation, even if the relations 8.1 do not imply it.

In general, if i distinct lines cross the diagram, then the corresponding
word is in the double sided ideal generated from some Rb(i) (since adding
generators to a word never increases the number of distinct lines across its
diagram). Note that all cases in which ia = ja are covered by the quotient
relations or by Rb(N) , and all cases in which ia 6= ja for some ia ∈ b(N) are
covered by the quotient relations. That is, such boundary conditions imply
a maximum amount of connectedness across the diagram.

We have shown that the left hand side of equation 8.17 can be replaced
by the left hand side of equation 8.6.

For example, with N=2, if all 4 external nodes are disconnected then
the LHS of equation 8.17 is in the double sided ideal generated from R0. If
all 4 are connected then it is in the ideal generated from Rb(1), and so on.

Finally, note that for sufficiently small Q there are more connectivities
possible than states of the boundary nodes, so the connectivities cannot
be treated independently. This is a signal of the breakdown of the generic
structure of the algebra.

æ



Chapter 9

Hecke Algebras

9.1 Review

As we have already seen, the n-site layer transfer matrices for a wide range
of statistical mechanical models may be written in the form

T =




∏

i=1,..,n

(1 + xU2i−1)








∏

i=1,..,n−1

(x+ U2i)



 . (9.1)

In a huge class of models (see e.g. Date et al 1987, Pasquier 1988) the
matrices {Ui : i = 1, ...., 2n− 1} give a representation for the generators
of a Hecke algebra Hk(q), where k = 2n− 1 and

q =

√
Q±√Q− 4

2

i.e.
q + q−1 =

√

Q.

This algebra is abstractly defined by the k generators {Ui} and relations

UiUi =
√

QUi (9.2)

UiUi±1Ui − Ui = Ui±1UiUi±1 − Ui±1 (9.3)

UiUi+j = Ui+jUi (j 6= 1) (9.4)

which generalise automatically to even k. In as much as this algebra is
nothing more than the quotient of the braid group algebra by quadratic
local relations (see section 9.1.1), it is the most general algebra appropriate

237
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for building a transfer matrix of the form of equation 9.1. In most statistical
mechanical contexts the variable q can be an arbitrary scalar parameter,
although this parameter is fixed for a given model. On the other hand the
variable x in equation 9.1 is a function of the temperature (see chapter 2).
The precise representation of the algebra involved in the transfer matrix
depends again on the model, and on the boundary conditions.

As generalisations of the Temperley-Lieb algebras, interest in these al-
gebras is similarly widespread. As with Temperley-Lieb, in addition to
their relevance for statistical mechanics and conformal field theory they
have an intimate connection with knots and braids (see e.g. Deguchi et
al 1988, Lickorish 1988, and references therein), and string field theory. In
this chapter we show how to determine the structure of these algebras. The
unitarisable part, in particular, may then be read off as a quotient.

9.1.1 Technical notes

The dimension of the algebra, or equivalently the number of words in the
generators (including the unit) which are linearly independent under the
relations, is clearly independent of q.

The elements of the algebra

t±1
i = 1− q±1Ui (9.5)

may be used as alternative generators. They obey the braid relations

titi±1ti = ti±1titi±1 (9.6)

titi+j = ti+jti (j 6= 1) (9.7)

plus
(ti − 1)(ti + q2) = 0. (9.8)

When q = 1 the relations 9.6, 9.7 and 9.8 define the group algebra for the
symmetric group on k + 1 objects, Sk+1. As we will see, there is a readily
accessible hierarchy of quotient algebras NHn(q) corresponding to N row
Young tableau.

The algebra Hk(q) has an involution

D : Ui 7→
√

Q− Ui

corresponding to reflecting tableau in a diagonal line. As with all quotients
of the braid group algebra it has another involution

R : Ui 7→MUiM
−1 = Uk−i+1
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corresponding to the reflection symmetry on the physical lattice. We desribe
the construction of an operator M such that

MUiM
−1 = Uk−i+1

in the more general context in chapter 3.
Similarly, let us define Uk+1 = U0 as a certain special element of Hk(q)

which obeys the relations as if the indices are defined mod 2n, but which
is not a new generator. Then the algebra has further automorphisms

t : Ui 7→ GUiG
−1 = Ui+1 (9.9)

(corresponding to duality/translation on the lattice) where a convenient,
but not unique, realisation for G is given by

G =

k∏

i=1

ti. (9.10)

In particular, U0 = GUkG
−1 , and U1 = GU0G

−1 .
Note that any Hk(q) may, therefore, be alternatively generated by a

pair of generators {U1, G}. We will return to these points later.
We will use the notation WT for the element of the algebra obtained

by writing the generators in element W in reverse order. Note that the
defining relations are invariant under the reversal W →WT .

Note that Hk(q) ⊂ Hm(q) if and only if k < m. The subalgebra can be
realised in various ways, the most obvious being identification of the first k
generators. We will occasionally discuss constructions involving some set of
generators in an abstract sense, without specifying k. Such constructions
apply to any algebra containing sufficient generators.

9.2 On the structure of Hk(q)

Preview

The main generic result of the next three sections is to be found on page 257.
For n a positive integer, r a complex number excluding the rationals,

q = eiπ/r

and hence
Q = 4 cos2(π/r) (9.11)

this is a theorem giving the structure of the algebra Hn(q) defined by the
generators {Ui : i = 1, 2, .., n} and relations 9.2, 9.3 and 9.4.
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After defining two primitive central idempotents for each algebra, and
introducing some notation, we define a set of orthogonal operators for each
algebra before arriving at our theorem.

9.2.1 A primitive central idempotent in Hn(q)

1) A sequence of idempotents in Hn(q)

Definition 44 For m = 1, 2, 3, .., n+ 2 define Em ∈ Hn(q) by

E1 = E2 = 1

and then

Em ∈ Hm−2(q) ⊂ Hn(q)

and

EmEm = Em

and for i = 1, 2, ..,m− 2

EmUi = UiEm = 0.

Let us consider the existence and uniqueness of such an element.

Definition 45 Define I[m− 2] ∈ Hm−2(q) by I[0] = 1 and

I[m− 2] = I[m− 3](1− km−1Um−2)I[m− 3]

The existence of I[m − 2] for a given value of r is guaranteed unless some
kn required in its construction has a pole at that point.

Proposition 25 If I[m− 2] exists then

Em = I[m− 2]

Proof:
The proof is almost the same as for proposition 6:
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From the definition Em is a primitive central idempotent in Hm−2(q)
containing the unit. Any two such objects must be identical. On the other
hand assume that for some non-negative integer b we have

Eb+2 = I[b]

and

(I[b]Ub+1)
2 = k−1

b+2 I[b]Ub+1

(both are clearly true for b = 0). Then

I[b+ 1]I[b+ 1] = (I[b]− kb+2I[b]Ub+1I[b])
2

= I[b]− 2kb+2I[b]Ub+1I[b] + k2b+2(I[b]Ub+1)
2I[b]

= I[b+ 1] (9.12)

and

UiI[b + 1] = UiI[b]I[b+ 1] = 0

for (1 ≤ i ≤ b) and

Ub+1I[b + 1] = Ub+1I[b]− kb+2(Ub+1I[b])
2 = 0. (9.13)

Furthermore, we have

(I[b + 1]Ub+2)
2 = I[b+ 1]Ub+2(I[b]− kb+2I[b]Ub+1I[b])Ub+2

= I[b+ 1]Ub+2(
√

Q− kb+2)

−kb+2I[b+ 1](Ub+1Ub+2Ub+1 − Ub+1)I[b]

= k−1
b+3I[b+ 1]Ub+2. (9.14)

The last term in the penultimate expression here vanishes identically in
Temperley-Lieb, while we have had to use the (already established) orthog-
onality property of I[b+ 1].

Note that we have used the symmetry, by construction, of I[b] under
reversal of operator order

I[b] = I[b]T .

This completes the proof of proposition 25.

Translation/reflection notation

We will take across in its entirety the translation/reflection notation of
section 6.3.4.
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Examples

The operator E
(t)
m may be obtained from the recursive formula for Em by

translation. The first couple are:

E
(t−1)
3 = 1−Q−1/2Ut (9.15)

E
(t−1)
4 = 1 + (UtUt+1 + Ut+1Ut −

√

Q(Ut + Ut+1))/(Q− 1) (9.16)

+
1√

Q(Q− 1)
(Ut − UtUt+1Ut).

Note the symmetry under Ui → Ub+1−i in Eb+2, which is a general
consequence of its uniqueness.

These examples illustrate the point that the construction procedure fails
for some Q values, Q = Qc, say, where the formal idempotent has terms
whose coefficients have a pole. In these cases the appropriate idempotent to
provide a basis for the trivial representation is obtained by simply subtract-
ing the potentially divergent part before taking Q→ Qc (see the argument
in section 6.3.4).

9.2.2 Another primitive central idempotent

Under the automorphism D defined by

Ui 7→
√

Q− Ui

we have
D(Em) = Fm.

Definition 46 For n ≥ b ≥ a > 0 define Fab ∈ Hn(q) by

Fab = F
(a−1)
3−a+b.

Consequently, if a ≤ i ≤ b then

Ui Fab = Fab Ui =
√

Q Fab.

For example,

F11 =
U1√
Q

F12 =
U1U2U1 − U1√
Q(Q − 1)

.

We similarly define

Eab = E
(a−1)
3−a+b
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so that

Ui Eab = Eab Ui = 0

if a ≤ i ≤ b. For example E1 −1 = 1.
Note that, as with Eij , Fij may not be well defined for all Q (consider

our examples). However, it follows from the definition that for each prob-
lematic Q there exists a well defined constant k such that kFij is finite,
although nilpotent. Then clearly

Ui kFij =
√

Q kFij .

9.2.3 The quotient algebras NHn(q)

We define a sequence of quotient algebras of Hn(q) as follows. The quotient
NHn(q) is obtained by imposing the quotient relations

FN+2 = 0.

Note that the case N = 2 corresponds to the Temperley-Lieb algebra.

9.2.4 The word problem

Suppose X,Y and Z are words in H
(1)
n−1(q) (i.e. words in Hn(q) containing

no factors of U1). A word W ∈ Hn(q) of the form

W = X U1Y U1 Z

is said to have U1 separation

U1(W ) = Length(Y ).

For any other form U1(W ) is undefined.
For example,

U1(U2U1U2U3U4U1) = 3.

Note that U1(W ) is not invariant under the relations (strictly speaking it is
a function on a subset of words in the free algebra on n generators).

Proposition 26 Let word W have U1(W ) = d, then either d = 0 or W
may be rewritten as a linear combination of words W ′ with U1(W

′) < d
plus words with no U1.

Proof:
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Write W in the form

W = X

d+2∏

i=1

Uxi Z.

Since xd+2 = 1 either d = 0 or there exists positive integer p such that

xi = i for all 1 ≤ i < p

xp 6= p.

Now either xp > p in which case by relation 9.7

W 7→W ′ = X UxpU1 ... U1 Y

with

U1(W
′) = d− 1;

or a = xp < p in which case we have

W = X U1U2U3...UaUa+1...Up−1Ua...U1 Z

which, using relation 9.7 again, becomes

W ′ = X U1U2U3...(UaUa+1Ua)....U1 Z.

Using relation 9.6 we may then rewrite this as

X U1U2U3...(Ua+1UaUa+1 − Ua+1 + Ua)....U1 Z.

which becomes

X Ua+1 U1U2U3...UaUa+1....U1 Z

−X U1U2U3...Ua+1....U1 Z +X U1U2U3...Ua....U1 Z.

The first of these terms has U1 separation d − 1, and the other two have
separation d− 2.

This completes the proof of proposition 26 (c.f. Wenzl 1988 and, for the
Temperley-Lieb case, Jones 1983).

Corollary 26.1 Every word can be written as a linear combination of
words containing at most one U1.
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A truncation of a word W is any word obtained from W by omiting
some factors (all words have 1 as a truncation, for example). It follows
immediately that every word can be written as a linear combination of
truncations of words of the form

X U2U1 Y U2 Z

where X,Y, Z are words in H
(2)
n−2(q).

Similarly the algebra Hn(q) is spanned by words of the form

X U3U2U1 Y U3U2 Z U3 T

where X,Y, Z, T are words in H
(3)
n−3(q). Eventually we see that Hn(q) is

spanned by truncations of

n∏

i=1





i∏

j=n

′

Uj



 .

We then have the following

Proposition 27 Let W be any word in Hn(q) and N an integer 0 ≤ N ≤
n. Then there exist elements X,Y ∈ Hn(q) and Z ∈ H(N+1)

n−N−1(q) such that

F1N W F1N = X F1N+1 Y + F1N Z.

Proof

If there is no UN+1 inW then the proposition follows from the definition
of F1N . Otherwise, since F1N = (Ui/

√
Q)F1N for i = 1, 2, .., N we may,

without loss of generality, consider the case

F1NWF1N = F1N X





1∏

i=N+1

′

Ui



 ... F1N

where X ∈ H(N+1)
n−N−1(q) and hence commutes with F1N .

From the definition we see that F1N

[
∏1
i=N+1

′
Ui

]

may be written as

a linear combination of F1N+1 and F1N .
Thus F1N W F1N may be written as a part with the required form

together with a part of the original form, but with one fewer factor of
UN+1. Since the number of such factors is finite the proposition follows by
iteration.
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9.2.5 Sequence notation

We now need to generalise the sequence notation of section 6.3.2. The case
described there corresponds, in what follows, to N = 2. This notation
initially amounts to the same thing as the partition and Young tableau
notation which is standard in the q = 1 (permutation group) case (see e.g.
Robinson 1961). However, it seems ultimately to be better suited to provide
a description of the special cases.

Definition 47 Define the set NRn of N -tuples of non-negative integers

α = (α1, α2, .., αN )

with the properties
αi > αj ⇒ j > i

and ∑

i

αi = n+ 1.

Define a total order on NRn by α > β if there exists integer j such that

αi = βi

for N ≥ i > j, and
αj > βj .

For example, the N -tuple (1, 1, 1, .., 1) is the first element and (N, 0, 0, .., 0)
the last in this order in NRN−1.

We will regard MRn ⊂ NRn for M < N by extending the M -tuples to
N -tuples by adding zeros on the right.

Definition 48 For given N define ei as the N -tuple with jth component

(ei)j = δij .

Definition 49 Define an N -sequence, or just a sequence, {s} to be any
ordered set of N -tuples of positive integers si indexed by i = 0, 1, 2, 3, ...

{s} = s0s1s2 .. si ..

with the properties
s0 = (0, 0, ..., 0)

and, with addition and subtraction of N -tuples to be performed component-
wise,

si − si+1 = −ej (9.17)

for some j.
The length of {s} is the number of N -tuples in the set.
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Definition 50 If {s} is a sequence of length n + 1 and {t} a sequence of
length m+1, then the composite {w} = {st} is a sequence of length n+m+1
defined as follows:

wi = si for 0 ≤ i ≤ n
wi+n = ti + sn for 0 ≤ i ≤ m.

Definition 51 If {s} has a subsequence of the form

g

si
︷ ︸︸ ︷

g + ej g + ej + ek

with k greater than (resp. less than) j, then si is said to be a maximum
(resp. minimum) of {s}.

Definition 52 If si is a minimum of {s} as above then the sequence {si}
is defined by

sil = sl (l 6= i)

sii = si + ek − ej .

Note that we can think of N -sequences as increasing walks from the
origin on N -dimensional hypercubical lattices (in the positive coordinate
sector). It will be helpful to introduce this language to make contact with
physics later on.

Definition 53 For n ∈ Z+ define NS(n) as the set of all N -sequences {s}
having length n+ 1, i.e.

{s} = s0s1s2 .. si .. sn

and with final entry sn ∈ NRn.

Definition 54 For α ∈ NRn define S(α) as the subset of NS(n) consisting
of sequences with final entry sn = α.

Definition 55 Define the subset R(α) ∈ S(α) as the set of N -sequences
with the property that every element of every sequence is an element of
some set NRm with m ≤ n.

Definition 56 Define a partial order on sequences {s} in S(α) (and hence
on sequences in R(α)) by

{s} ≤ {t}
if and only if {t} can be obtained from {s} by a sequence of moves of the
form

{s} → ...→ {v} → {vi} → ...→ {t}
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Figure 9.1: The highest (fα), lowest (oα), and eα walks for α = (8, 5, 4) .

The lowest sequence in the partial order in S(α), call it {oα}, is the
unique sequence passing through the points

(0, 0, .., 0), (0, 0, .., 0, αN), (0, 0, .., αN−1, αN ), .., (0, α2, .., αN−1, αN ), α.

The poset is a lattice.
Let us define the sequence {eα} as the lowest sequence in R(α), i.e. the

sequence in which, at each step, the j coordinate is raised in preference to
the k coordinate if j > k, as long as this is consistent with the property

(si)j > (si)k ⇒ j < k

for all i, and is consistent with α. For example, with α = (4, 3, 1)

(0, 0, 0)(1, 0, 0)(1, 1, 0)(1, 1, 1)(2, 1, 1)(2, 2, 1)(3, 2, 1)(3, 3, 1)(4, 3, 1).

Walk diagrams

It is quite useful to have a diagrammatic version of these sequences. We
achieve this for N = 2, 3, 4, .. by thinking of the elements of each sequence as
points on a square (resp. cubical, hypercubical) lattice, and then projecting
down to 2 dimensions, as in figure 9.1. The figure exemplifies the diagram
for the lowest sequence {oα} for α = (8, 5, 4)

(0, 0, 0)(0, 0, 1)(0, 0, 2)..(0, 0, 4)(0, 1, 4)..(0, 5, 4)(1, 5, 4)..(8, 5, 4)

and some descendants, including {eα}.

Definition 57 Define a partial order on sequences in NS(n) by {s} > {t}
if sn > tn under the total order of NRn, and by definition 56 if sn = tn.

Definition 58 Define P (α) as the set of pairs of sequences ({s}, {t}) for
all {s}, {t} ∈ R(α).
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Definition 59 Define S{t}(α) as the subset of P (α) obtained by taking all
elements of P (α) with the same second sequence, {t}.

Definition 60 Define NP (n) as the disjoint union of sets P (α) over all
values of α ∈ NRn.

9.3 On bases for Hn(q)

Definition 61 Let us define the N -tuple νN by

νN = (1, 1, 1, ..., 1).

For given α we then define integers dM (α) by writing

α =

N∑

M=1

dM (α) νM .

We further define integers

α(j) =

N∑

i=j

αi.

Recall that {oα} is the lowest sequence in S(α). Then

Definition 62 Define idempotents (oα, oα) ∈ Hn(q) by

(oα, oα) = E1+αN

(
N−1∏

i=1

E
(α(N−i+1))
1+αN−i

)

. (9.18)

For example,
(o(1,1,1), o(1,1,1)) = 1.

The idea of this construction is that (oα, oα) is a product of commuting
idempotents arranged so that

(oα, oα)Ui = Ui(oα, oα) = 0

unless i is a minimum of the sequence {oα}.
By analogy with the permutation group we call the left sided ideal

generated by (oα, oα) the α-permutation module. In other words, it is the
left ideal induced from the trivial module for the subalgebra

⊗N−1
i=0 H

(α(N−i+1))
αN−i−1 (q).
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9.3.1 A basis for α-permutation representations

Definition 63 If α ∈ NRn, x is an N -tuple of complex numbers and
{s}, {t} are sequences in S(α), then (s, t)(x) is a function of x taking values
in Hn(q) and obtained iteratively from (oα, oα)(x) = (oα, oα) as follows:

Suppose si = si−1 + ej = si+1− ek a minimum of {s} (i.e. j > k), then
with

g = (si−1)k − (si−1)j + (xk − xj)
we have

(si , t)(x) =
√

kgkg+1

(

1− Ui
kg

)

(s , t)(x) (9.19)

and in general
(t, s)(x) = (s, t)T(x). (9.20)

It follows from Definition 56 that every pair in P (α) is covered by this con-
struction. The order in which the identities may be applied in moving from
the initially defined operator to (s, t)(x) is not unique. A direct calcualtion
using relation 9.4 reveals, however, that the definition of (s, t)(x) is unique,
i.e. independent of the choice of order.

Note the following useful identity

Proposition 28 With {s}, {si} defined as in Definition 63 we have

Ui (s
i, t)(x) =

√

kgkg+1

(

1−
√
Q

kg

)

Ui(s, t)(x)

=
1

kg+1
(si, t)(x) −

√

kg
kg+1

(s, t)(x)

by direct calculation, whereupon

(s, t)(x) =

√

kg+1

kg

(
1

kg+1
− Ui

)

(si, t)(x) =

√

1

kg+1kg
(1− kg+1Ui) (s

i, t)(x)

(9.21)

Corollary 28.1 For each x, the set of order N ! obtained by acting on the
left of (oνN , oνN ) (i.e. {(s, oνN )(x) for all s ∈ S(νN )}) gives a basis for
HN−1(q).

Consider figure 9.2, which illustrates the sequences for some of this set
(i.e. some of S(νN )) in the case N = 5. It is straightforward to deduce
from this a minimal set of the truncations defined in section 9.2.4.

We also have
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Figure 9.2: A projection, defined by the images of the 5 orthonormal vectors
ei shown, of a view of a 5 dimensional unit cube.
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Figure 9.3: A projection, defined by the images of the 5 orthonormal vectors
ei shown, of a square patch surface on the 6 × 5 × 4 × 3 × 1 hypercubical
lattice, illustrating an iterative step in the text.
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Figure 9.4: A projection, defined by the images of the 5 orthonormal vectors
ei shown, of a square patch surface on the 6 × 5 × 4 × 3 × 1 hypercubical
lattice, illustrating an iterative step in the text.
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Proposition 29

Ui(...(g g + ej g + 2ej)i ..., t)(x) = 0

Proof: Similar to proposition 8, i.e. by induction:
Assume the proposition is true for all occurences of the given subse-

quences in sequences below a certain sequence {w} in the partial order (it
is true for all occurences in {oα} by construction). By the defining relations
it is sufficient to prove the proposition in the case

{w} = ..., wi−2, wi−2 + ej,

wi
︷ ︸︸ ︷

wi−2 + ej + ek, wi−2 + ej + 2ek, ...,

i.e. to prove that here Ui(w, t)(x) = 0.
Let

{z} = ..., wi−2, wi−2 + ek,

zi
︷ ︸︸ ︷

wi−2 + ek + ej, wi−2 + ej + 2ek, ...

and

{y} = ..., wi−2, wi−2 + ek,

yi
︷ ︸︸ ︷

wi−2 + 2ek, wi−2 + ej + 2ek, ...

(where all the unspecified steps are taken to be the same). Since {y} is
below {z} is below {w} we have that Ui−1 (y, t)(x) = 0 by assumption.
Then for some scalar g we have

Ui(w, t)(x) = Ui
√

kgkg+1(1− Ui−1/kg)
√

kg−1kg(1 − Ui/kg−1)(y, t)(x)

= Uikg
√

kg−1kg+1(1 − Ui/kg−1 + Ui−1Ui/(kgkg−1))(y, t)(x)

= kg
√

kg−1kg+1(1−Q1/2/kg−1 + 1/(kgkg−1))Ui(y, t)(x)

= 0 (9.22)

where we have used the Hecke relation in the antipenultimate step.
This completes the proof of proposition 29.

Remark 4 The proof of this identity requires of the Em factors appear-
ing in Definition 63 only that they have the property UiEm = 0 for i =
1, 2, ..,m− 2.

Corollary 29.1 If {t} ∈ S(α) then the left ideal generated by (oα, t) is
spanned by St(α), i.e. by {(v, t) for all {v} ∈ S(α)}.

Proof: The action of Ui on (v, t) with {v} any sequence is covered by
propositions 28 and 29.
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9.3.2 On irreducible representations

In general each element of Hk(q) in definition 63 corresponds to a pair of
walks on a hypercubical lattice, each begining at the origin and ending at
some point α. We will see that for certain values of x subsets of St(α) give
rise to irreducible representations.

The case xi = −i
Note from Definition 63 that the operators (s, t)(x) are well defined for all
irrational r and irrational entries in x. When the components of x take
values from the integers it can happen that some of the operators cease to
be well defined.

In the case xi = −i definition 63 fails because of zeros appearing in the
denominator in equation 9.19.

For example, consider the case α = (1, 1, 1). The sequence {oα} is
(0, 0, 0), (0, 0, 1), (0, 1, 1), (1, 1, 1)

then among the remaining sequences in S(α) are

{s} = (0, 0, 0), (0, 1, 0), (0, 1, 1), (1, 1, 1)

{s2} = (0, 0, 0), (0, 1, 0), (1, 1, 0), (1, 1, 1)

and
{f} = (0, 0, 0), (1, 0, 0), (1, 1, 0), (1, 1, 1).

We have, for example,

(s, oα)(x) =
√

kx2−x3kx2−x3+1(1− U1/kx2−x3) (oα, oα)

which is not defined at x = (−1,−2,−3). However, consider
√

kx2−x3(s, oα)(x)

∣
∣
∣
x=(−1,−2,−3)

= −
√

k2 U1 (oα, oα).

The next operator in our example then becomes
√

k1 (s2, oα)(x) =
√

k3k2(1 − U2/k2) [−
√

k2 U1] (oα, oα)

which is alright, and finally

k1 (f, oα) = k2 U1

√

k3k2(1− U2/k2) U1 (oα, oα)

=
√

k3k2 Q
1/2 (Q − 1) F12 (oα, oα)

︸ ︷︷ ︸

=1

.

More generally we have
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Proposition 30 For yǫ an N + 1-tuple with elements (yǫ)i = −i(1 + ǫ)
there exists a positive constant δ such that

k
N/2
1+ǫ (eνN+1 , oνN+1)(yǫ)

is finite for all |ǫ| ≤ δ, and in particular

k
N/2
1 (eνN+1 , oνN+1)(y0) = fN F1N

where fN is a finite constant.

Proof: by direct calculation from the definitions and an induction on N .
By definition 63 and the inductive assumption (true for N = 1)

√

k1 (eα, oα)(y0) =

[

−
√

k2 U1

[
N∏

i=2

√

kiki+1 (1− Ui/ki)
]]

fN−1 F2 N .

The proposition then follows by a rearrangement precisely analogous to
that used for Em in proposition 18.

It follows that if (eα, oα)(y0) is well defined, or may be made well defined
by renormalisation by a well defined constant as above, then the well defined
version generates an invariant subspace of the left sided ideal generated
by (oα, oα), the invariant subspace being spanned by {(s, oα)(y0) for all
s ∈ R(α)} (by the definition of Fij and Em).

Proposition 31 There exists a non-negative integer g(α) such that

k
g(α)/2
1 (eα′ , oα′)(y0)

is well defined.

Proof:
Note that in general if α′ = α+ νN for some N then by proposition 29

(eα′ , oα′)(x) = (eα, oα)(x) (eνN oα, oα′)(x)

and that by the definition

(eνN oα, oα′)(x) =

(eνN , eνN )(x)





2∏

i=N

′ 



αi∏

j=1





j+i−1
∏

l=1+j

[
√

ki−lki−l+1

(

1− Ul+α′(i+1)

ki−l

)]












.(oα′ , oα′).

The idea is to make repeated use of these two expansions and hence
write (eα′ , oα′)(x) as an explicit product. We can then use
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Proposition 32

F1 N−1 (eνN oα, oα′)(x) =

F1 N−1 (eνN , eνN )(x)

.





2∏

i=N

′ 



αi∏

j=1





j+i−1
∏

l=1+j

[
√

ki−lki−l+1

(

−Ul+α′(i+1)

ki−l

)]










 (oα′ , oα′).

Proof:
For this we will need

Proposition 33 For χ1N denoting any operator which, for some χ, may
be written in the form

χ1N = Ui χ

for all 1 ≤ i ≤ N , then for any complex functions C(i), D(i)

E11

[
N+1∏

i=2

(C(i) +D(i) Ui)

]

χ1N

= E11

[
N+1∏

i=2

(D(i) Ui)

]

χ1N

= E11 χ2 N+1.

Proof:
First identity: suppose we expand the brackets and take the coefficient of

C(2), then U1 can commute through to E11 from χ1N , so only the D(2) U2

part survives. But then if any subsequent Ui from the product is missing,
all the Uj<i commute through to, and may be absorbed in χ1N , again
releasing U1. QED.

Second identity: even easier!
Proposition 32 then follows by iterating on j and then i. The organisation
of the argument is most easily seen by reference to figure 9.3.

Using Proposition 33 we may then apply Proposition 32 directly to
(eα′ , oα′)(y0). The organisation of the argument is most easily seen by ref-
erence to figure 9.4, which illustrates the occurence of a nested sequence of
operators of the form simplified in Proposition 32. The troublesome factors
in Proposition 32 at x = y0 are of the forms k1 and k0. These appear when
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i − l = 1, 0,−1. By direct calculation we find that, including the factors
from Proposition 33, then the accumulated k factors in Proposition 32 at
x = y0, altogether X , say, may be characterised as follows:

if αN = 0 then
√
k1 X is finite;

if αN = N − 1 then
√
k0 X is finite;

otherwise, X is finite.
Since αN = 0 always occurs before αN = N − 1 in the build up of any
α, then there exists non-negative integer g(α) such that the product in
Proposition 31 is finite.

This completes the proof of Proposition 31.

By considering the rest of the basis generated by k
g(α)/2
1 (eα, oα)(y0) we

find

Proposition 34 There exist finite constants h(α) such that the operators

(eα, eα) =
k
g(α)
1

h(α)
(eα, eα)(y0)

obey
(eα, eα)(eα′ , eα′) = δα,α′(eα, eα)

for all α, α′.

9.4 The generic structure of Hn(q)

Definition 64 For {s}, {t} ∈ R(α) define (s, t) to be the element of Hn(q)
obtained as in definition 63 but using (eα, eα) as the initial idempotent.

We then have (c.f. Hoefsmit 1974, Wenzl 1988)

Theorem 3 (Generic Theorem) .
(i) If the operators (u, s) and (t, v) are well defined then:

(u, s)(t, v) = δst(u, v) (9.23)

(ii) When all defined, the set of operators (t, v) for all ({t}, {v}) ∈
NP (n + 1) with N = n + 1 are a basis for, and as elementary operators
exhibit the entire (multi-matrix) structure of, the algebra Hn(q).
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Proof

Similar to the proof of theorem 1:

part(i): by induction.

Introduce a partial order on the set of pairs of sequences ({s}, {t}) in
equation 9.23 (i.e. not necessarily in NP (n+ 1)) by

({s}, {t}) < ({u}, {v}) if {t} < {v}

and

({s}, {t}) < ({u}, {t}) if {s} < {u}.

Assume that the identity is proved for all pairs of sequences below
({s}, {t}), and all {u}, {v}. It is true by proposition 34 if {s} and {t}
are the lowest sequences in their respective partial orders. We stress that
the assumption implies that if {w} is below {t} then the identity holds for
pairs ({x}, {w}) for all {x}.

Consider {w} to be a sequence immediately below {t}, i.e. {t} = {wh}
for some h, then by definition 63

(u, s)(t, v) = (u, s)
√

kgkg+1(1 − Uh/kg)(w, v) (9.24)

for some g. Pictorially this means that t and w differ only in the neighbour-
hood of (..., wh−1, wh, wh+1, ...), where they have the walk shapes

∧
and

∨

respectively in some lattice plane. There are then three possibilities. The
first is that

(u, s)Uh = 0 (9.25)

in which case s, v and t are all necessarily distinct and the product (u, s)(w, v),
and hence (u, s)(t, v), vanishes by assumption.

In the two remaining possibilities (u, s)Uh is expressible as a linear com-
bination of (u, s) and (u, a) (for some sequence {a}), using

(u, a) = (u, s)
√

kbkb+1(1− Uh/kb) (9.26)

for some b, if {s} precedes {a} in the partial order, and

(u, s) = (u, a)
√

kbkb+1(1− Uh/kb) (9.27)

if {a} precedes {s}.
In the former case the shapes of {s} and {a} in the neighbourhood of

h are
∨

and
∧

respectively (in the latter, the roles are reversed). In the
former case then, s and t are distinct, a and w are distinct, and a = t if
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and only if s = w, whereupon g = b. In general then

(u, s)(t, v) = (u, s)
√

kgkg+1(1 − Uh/kg)(w, v)
=

√

kgkg+1(u, s)(w, v)

−(
√

kgkg+1/kg)(kb(u, s)−
√

kb/kb+1(u, a) )(w, v)

=
√

kgkg+1(1 − (kb/kg))(u, s)(w, v) (9.28)

which vanishes either identically or by assumption.
In the latter case w and s are distinct, and t and a are distinct, and

s = t if and only if a = w, whereupon b = g. In either situation here we
have

(u, s)(t, v) = (u, s)
√

kgkg+1(1− Uh/kg)(w, v)
=

√

kgkg+1(u, s)(w, v)

−
(√

kgkg+1

kg

)(

1−
√
Q

kb

)
√

kbkb+1

.

(

kb (u, a)−
√

kb
kb+1

(u, s)

)

(w, v)

= −
√

kg+1

kg

(

kb −
√

Q
)√

kbkb+1(u, a)(w, v). (9.29)

This vanishes by assumption unless a = w, in which case b = g (so the
coefficient is unity) and

(u, a)(a, v) = (u, v)

by assumption, since a preceeds s.
Thus, if the identities hold for all pairs of walks below {s}, {t} they also

hold for {s}, {t}. They therefore hold for all {s}. If they hold for all {s}
with {t} then we can replace {t} with {w} immediately above {t} and {v}
with {t} in the above cases and the same arguments apply.

This completes the proof of theorem 3(i).

Corollary 3.1 If the operators (w, s) are well defined for all {w}, {s} ∈
S(α) then the left ideal generated by any (w, s) is a simple module.

Corollary 3.2 If all the operators (s, t) for a given Hn(q) are well de-
fined then they span a (not necessarily proper) subalgebra with multi-matrix
structure.
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Proof: These operators satisfy the definition of elementary operators for an
algebra with such a structure.

part (ii):
Let us adopt the convention that Fij may be regarded as a word in the

generators of Hn(q). We need the following definitions:
Let us define idempotents (eα ◦ eα) ∈ Hn(q) by

(eα ◦ eα) =
2∏

j=N

′










dj(α)∏

i=1

F
((i−1)j)
1 j−1





(∑
j+1

k=N

′

kdk(α)
)





or iteratively by

(eα ◦ eα) = 1

if α = (n+ 1), and then for α′ = α+ νN+1 by

(eα′ ◦ eα′) = F1N (eα ◦ eα)

translation
︷ ︸︸ ︷

(N + 1) .

This means that

Ui(eα ◦ eα) =
√

Q(eα ◦ eα)
if i is a maximum of eα. For example,

(e(5,3,1) ◦ e(5,3,1)) = F12 F44 F66

=
1

Q
√
Q(Q− 1)

(U1U2U1 − U1) U4 U6 .

Definition 65 If ({s}, {t}) is in NP (n + 1) then (s ◦ t) is a word in the
generators of Hn(q) (counting Fij as a word) obtained iteratively from (eα ◦
eα) as follows:

(si ◦ t) = Ui (s ◦ t) (9.30)

and

(t ◦ s) = (s ◦ t)T . (9.31)

Proposition 35 The words (v ◦ w) ∀ ({v}, {w}) ∈ NP (n + 1) span the
same vector space as the elements (s, t) ∀({s}, {t}) ∈ NP (n+1) where these
latter are defined.
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Corollary 35.1 Words corresponding to distinct elements of NP (n + 1)
are linearly independent.

Corollary 35.2 The words (v ◦w) ∀ ({v}, {w}) ∈ NP (νN ) span the same
space as the elements (s, t) ∀({s}, {t}) ∈ NP (νN ) where these latter are
defined.

Proof of Proposition 35:
First note that (eνN ◦ eνN ) = (eνN , eνN ) by definition. Let us abreviate

Hn(q) to H . Then more generally

Proposition 36 For each N -tuple α 6= νN , and with α′ the next element
down in the α order, there exists

X ∈ H (eα′ ◦ eα′) H

such that (eα, eα) = (eα ◦ eα)−X.

Proof:
(eα, eα) may be written in the form

F1NWF1N

which, for some X involving F1N+1 and hence as defined above is

X + F1N Z

where Z ∈ H
(N+1)
n−N−1(q), by proposition 27. Again from the definition of

(eα, eα) the operator Z may in turn be written in the form FWF , and the
same argument applies. We then iterate to achieve the required result.

Corollary 36.1 The left module H(eα ◦ eα)/H(eα′ ◦ eα′)H has dimension
equal to the order of R(α), and is isomorphic to H(eα, eα) where the latter
is defined.

Then from the definitions 63 and 65 each (s, t) is a linear combination
of words (p ◦ v) such that {p} ≤ {s} and {v} ≤ {t}.

There is a bijection which takes

(s, t)↔ (s ◦ t).

From theorem 3 (i) the elements (s, t) are linearly independent when de-
fined. The reduction of words by applying the defining relations does not
depend on q, except in an overall power of

√
Q.
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This completes the proof of proposition 35.

Proposition 37 The set of ‘words’ in definition 65 is a basis for the regular
representation of Hn(q).

Outline Proof:
By a suitably organised application of the defining relations. For given

α consider the double sided ideal generated by

(eα, eα) = (eα ◦ eα) +X

where, with α′ the next element down in the total order of NRn, X is an
element of the double sided ideal generated by (eα′ ◦ eα′) by proposition 36.
If at any stage in this procedure we act with Ui on the left, say, on the
current word (regarding (eα, eα) as a word, for convenience), we obtain a
new word which appears in the iterative definition above unless the current
subsequence around si is of the form

(g g + ej g + ej + ek)i (j < k)

or
(g g + ej g + 2ej)i.

However, in the first of these cases we do not get a new reduced word
because of relation 1, and in the second case because of relation 2 and or
proposition 29. By starting with the lowest value of α in the partial order
and increasing we note, from the definition of (e(n+1) ◦ e(n+1)), that the
double sided ideal generated by the unit is finally included in this scheme.

This completes the proof of proposition 37 and of theorem 3 (ii).

9.5 On the non-generic structure of Hn(q)

The orders of the sets R(α) are readily computed, so Theorem 3 gives the
generic structure of Hn(q).

What happens when r is rational? Well, the generically simple mod-
ules H(eα, eα)/H(eα′ , eα′)H are well defined for all q, provided the factors
Fab involved in the initial idempotents are well defined (or are made well
defined, as they always can be). On the other hand, these modules do not
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necessarily remain simple. We need to determine their invariant subspaces
or, equally well, their module morphisms.

This is still quite a complicated problem, and it is best split into more
manageable pieces.

9.5.1 On the structure of NHn(q)

Generically everything goes through as in the previous section, except that
we must restrict attention to α higher in the total order than the last N+1-
tuple (i.e only N -tuples and shorter). The α in which αN takes its largest
possible value, and then αi for i < N takes its largest possible value con-
sistent with αi+1 taking its largest possible value, is now the lowest in the
order. The associated idempotent (eα ◦ eα) gives rise to an indecomposable
projective module, since the usual quotient is then by elements associated
with N + 1-tuples, and this is now automatic.

For given N let us introduce the shorthand Hn for NHn(q). We will
define

F = Fn+2 n+N ∈ Hn+N

and note that
Fn+1 n+N = 0

in Hn+N .
Note that Hn+NFHn+N is the subspace of Hn+N excluding the parts

associated with N − 1-tuples and higher in the total order (and hence
excluding the unit). For example, with N = 3 it excludes the Temperley-
Lieb quotient algebra. With N = 2 it excludes only the unit.

Note that (eα, eα) is idempotent so that, for example, any generically
simple module Hn(eα, eα)/Hn(eα′ , eα′)Hn is a quotient of Hn as a left Hn

module. Note that Hn has a unit, and note from section 5.3 that the
multiplication

Hn+NFHn+N ×Hn+NFHn+N → Hn+NFHn+N

is surjective. Then from sections 5.3 and 5.4.1 we have the following

Theorem 4 Hn+N F Hn+N and Hn are Morita equivalent.

Proof:
Note that Hn+N ⊃ Hn and

[Hn, F ] = 0

so FHn+N and Hn+NF are (projective) bimodules. By proposition 27 and
the NH quotient

FHn+NF ∼= Hn
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and then since F is idempotent we have

FHn+N ⊗Hn+NFHn+N Hn+NF = F ⊗Hn+NFHn+N FHn+NF ∼= FHn+NF.

Finally

Hn+NF ⊗Hn FHn+N
∼= Hn+NFHn+N

which fulfils the requirements of section 5.4.1.

Provided that we can determine directly the morphisms between mod-
ules in the HFH and H/HFH sectors this theorem gives us, by iteration
on n and N , the structure of Hn+N .

The remaining problems are partly organisational. The equivalence has
the bonus of suggesting a natural way to display the morphisms of modules
of NHn(q) for all n. For each n we need a node for each generically simple
module, labelled by α. But since α and α + νN (the Hn+N module) have
equivalent morphisms (up to morphisms with modules whose images do not
exist in Hn), they might as well sit on the same spot.

For example, consider the case N = 3. All the modules for this case
may be arranged onto a triangular lattice, as shown in figure 9.5. Various α
values, each for a different n, are overlaid at each node. The first few lying
over the origin have been written out explicitly. Full circles on the nodes
of the diagram represent generically simple (g.s.) modules for [n = 0]mod 3,
empty circles represent [n = 1]mod 3 and no circles [n = 2]mod 3. The arrows
may be translated to show moves n → n + 1 (and hence the underlying
Bratelli diagram).

In the figure the Temperley-Lieb (TL) edge is the upper boundary of
the diagram for a given n, and is, in general, parallel to the example shown.
At the given n value all the modules on the edge are of the form (a+b, b, 0),
i.e. of Temperley-Lieb type. The node at the right hand end of this line
((n+ 1, 0, 0)) corresponds to the trivial representation.

Before addressing the problem of morphisms between modules in dif-
ferent sectors in general, let us illustrate the whole programme with an
example. The simplest non-trivial one is N = 2. We are now in a position
to develop a much slicker alternative proof of Theorem 2.....

9.5.2 On Tk(q) modules

In the boundary diagrammatic representation of Tk(q) (chapter 6) we note
that, as we multiply an existing word by further generators the number of
lines which travel right through the diagram cannot increase. Consider, for
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◗
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TL edge for n+ 1 = 9

✲

✁✁☛ ❆❆❑ ③
(0, 0, 0)

(1, 1, 1)
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Figure 9.5: The projected generic Bratelli diagram for the tower of algebras
3H(q).
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✝✆
✞☎
✝✆
✞☎
✝✆
✞☎
✝✆
✞☎
✝✆
✞☎
✝✆
✞☎

1 2 .. i i+1 .. k+1

Figure 9.6: Diagram for the word U1U3U5...Uk (k odd).

example, the diagram for the word

R = U1U3U5...Uk

(k odd), which is shown in figure 9.6.
The left sided ideal generated from this word forms a left Tk module. It

follows incidentally that the top halves of the diagrams generated from the
diagram in figure 9.6 form a basis for this module (here ‘left’ multiplying
operators act from the top), since the bottom half is not affected by the
process of generating the diagrammatic version of the left ideal. For exam-
ple, with k = 5 we generate the top half diagrams shown in figure 9.7. The
action of a generator Ui on a basis element is also indicated, by an example,
in figure 9.8.

Considering the left ideal generated from an idempotent word with one
fewer factors than R, and quotienting by the double sided ideal generated
by R, we form another left Tk module of the g.s. type. The process of
‘taking the top halves’ in this case requires us to cut two lines. Shrinking
the cut lines to dots and throwing the bottom halves away gives a basis for
the new module. This process is illustrated in figure 9.9.

We can iterate this procedure, quotienting at each stage by the double
sided ideal generated by the previous idempotent. Eventually we obtain a
module with a single element basis given by the unique top half diagram of
(k + 1) unconnected dots. Here, because of the quotienting, the action of
any Ui is to take the basis state to zero.

Here the first module (that with 0 or 1 dots for k odd or even respec-
tively) will be called Tk module .0 (no quotienting). The second module (2
or 3 dots) will be called Tk module .1, and so on. The last one (when k is
odd) is Tk module .(k + 1)/2. Collectively they will be called half-diagram
or dot modules.

It is easy to see by induction (or as a special case of the construction in
chapter 13) that the dimensions of these modules for odd k are the same as
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✝✆✝✆✝✆ ✝✆ ✝✆✚✙ ✝✆✚✙✝✆

✝✆✚✙✫✪ ✝✆✝✆✫ ✪
Figure 9.7: A basis for a right T5 module.

✝✆✚✙✝✆
✞☎✝✆

→

✝✆✝✆✫ ✪
Figure 9.8: The action of U2 on the second basis element in the previous
figure.

✝✆
✞☎
✝✆
✞☎
✝✆
✞☎

→
✝✆✝✆✝✆ q q

Figure 9.9: Cutting a diagram to form a half diagram.
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the numbers given in the even rows of the truncated Pascal’s triangle. The
order in the row is the same as the order of construction of the modules
above (i.e. 0, 1, ..., (k + 1)/2). The procedure may be generalised to even
values of k (the odd rows).

The complete set of full diagrams forms a basis for a bimodule for the
regular representation of Tk. Alternatively, we could reconstruct the same
set of diagrams from the half diagrams in the following way. Form the
set of basis states for the right Tk modules corresponding to the left mod-
ules constructed above. Form the set of all possible pairs of right and left
module basis elements, with the right module basis element arranged im-
mediately below the left module one. If the number of dots in each element
of the pair is different, discard the pair (this means we keep only pairs from
corresponding modules). If the number of dots agrees there is exactly one
way of forming a diagram from the pair by joining up the dots, since lines
cannot cross. Each resultant diagram is a diagram in the original sense,
and is clearly distinct since its top and bottom half combination is unique.
Furthermore, if we cut this diagram into a top and bottom half we retrieve
the right-left pair. Thus any full diagram may be thought of as a right-left
pair, a diadic. Since we know how to compose full diagrams this implicitly
defines an inner and outer product for composition of left and right basis
vectors.

It is useful to match the diagrammatic representation with a diadic
notation. First we will give a notation for vectors (left or right). We number
every node distinctly, we then assign one of the two numbers to both nodes
in each connected pair. Finally we renumber, so that, reading across the
diagram, the first number is 1, and the first occurence of n > 1 is preceded
by at least one occurence of n − 1. This renumbering is only necessary to
determine equivalence of vectors. The outer product is given by generalising
the matching of paired nodes to include those paired down the diagram.
Thus for example the diagram for U1 in T4 becomes |11234 >< 11234|. The
inner product is given by identifying numbers in corresponding positions,
and then applying the appropriate quotient. If two numbers are already
identical then a factor of

√
Q is introduced, since this corresponds to closing

a loop. Here are a couple of examples:

|11234 >< 11234||55667 >=
√

Q|11223 >

|11234 >< 11234||56778>= |11223 >quot.→ 0

where, at the last stage, we have applied the quotient. The quotient applies
here since |11223 > was implicitly quotiented out to make the module
containing |12334 >≡ |56778 > a generically simple T4 module.
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✝✆ ✡
✡

✡✡✡
✡
✡✡

✡
✡
✡✡ ✝✆ ✝✆

✡
✡
✡✡ ✝✆

✡
✡
✡✡

✡
✡
✡✡

✝✆✝✆✞☎ ✡✡✡✡
✝✆ ✝✆✞☎ ✝✆✝✆✞☎❏❏❏❏

✝✆✚✙✞☎ ✡✡✡✡
✝✆✚✙✞☎❏❏❏❏

✝✆✝✆
✚

✚
✚
✚✞☎ ✝✆ ✝✆

✡
✡
✡✡✞☎ ✝✆✝✆✞☎ ✝✆✒ ✑

✚
✚
✚
✚✞☎ ✝✆✚✙✞☎

Figure 9.10: Basis vectors for the (4,2) bimodule.

Modules and functors

Suppose we form certain bimodules (k, k−2) which are left Tk modules and
right Tk−2 modules, in this way. The resulting bimodule vectors consist of
the compositions of Tk module m elements with Tk−2 module m elements
only (for all possible m). This is the effect of matching the number of dots.
In particular we do not form any bimodules which contain submodules
acting as left Tk module (k + 1)/2 in this way, since this requires more
then the maximum available number of dots in any right Tk−2 module.
The bimodules we will consider are taken to contain the compositions of all
vectors with all vectors, so they are (k, k− 2) bimodules without requiring
any quotienting.

We can repeat this construction to form the dual bimodule (k − 2, k).
For example, the vectors shown in figure 9.10 give a basis for the bimodule
(4, 2). The diagrams are the same for (2,4), but upside down!

If we compose the bimodule and the dual bimodule by a tensor product

(k, k − 2)⊗Tk−2
(k − 2, k),

i.e. we compose every vector in (k, k − 2) (as an element of a right Tk−2

module) with every vector in (k−2, k) (as an element of a left Tk−2 module),
then the resulting independent vectors span the regular representation Tk
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bimodule, except that the unit is missing. It follows form figure 9.10 that
this is isomorphic to TkFTk with F = Uk, c.f. our general construction of
section 9.5.1. This means that the surjectiveness properties of section 5.3
apply. Then if we compose the dual bimodule with the bimodule

(k − 2, k)⊗Tk
(k, k − 2)

we form the regular representation Tk−2 bimodule.
We can use the (k, k − 2) and (k − 2, k) bimodules to define set maps

between the sets of left Tk and left Tk−2 modules as follows. Let us consider
the left Tk modulesM and N , and the left Tk−2 modulesM ′ and N ′. Then

F :M 7→ (k − 2, k)⊗Tk
M

where the tensor product ⊗ signifies the composition (under the quotient)
of every vector in (k − 2, k), regarded as a right Tk module, with every
vector in M . Note that, because of the quotient, if M is a Tk module .m,
then the composition of a vector in M with a vector in (k − 2, k) will only
be non-vanishing if the bimodule vector is in a right Tk submodule .p ≤ m
(i.e. its bottom half is in a right Tk module .p ≤ m). The map is defined
similarly on N . Note that F maps Tk module m to Tk−2 module .m. Thus
the images of M and N are distinct if and only if M and N are distinct.

The map defined using (k, k − 2) is

G :M ′ 7→ (k, k − 2)⊗Tk−2
M ′.

For example, suppose M ′ is the left T2 module .1 (i.e. the single half
diagram of three dots). Then composing it with each bimodule vector from
figure 9.10 we find that compositions with vectors from the second and third
rows are all quotiented to zero. Compositions with the first row produce
the vectors for the left T4 module .1.

We can extend F to define a map of algebra homomorphisms com-
plimentary to the set map. Suppose there is an algebra homomorphism
ψ :M → N . Let us consider x⊗ y ∈ F :M , i.e. x ∈ (k − 2, k) and y ∈M ,
such that

ψ : y 7→ ψ(y),

then
F (ψ) : x⊗ y 7→ x⊗ ψ(y).

A Tk−2 module homomorphism map extending G may be similarly defined.
The direction of homomorphisms is preserved (with respect to the set map)
by construction in either case, as is the identity map. Furthermore, suppose
we have two composable algebra homomorphisms ψ and ψ′ such that

y
ψ7→ ψ(y)

ψ′

7→ ψ′(ψ(y)) = (ψ′ψ)(y),
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then the composite of morphisms maps under F to F (ψ′)F (ψ) = F ((ψ′ψ)),
again by construction.

Recall that the joint map of modules and morphisms is called a functor
(see e.g. Maclane and Birkoff 1979). Composing the functor maps F and
G we find, using the surjectivity properties and section 5.3, that both FG
and GF act as the identity on the appropriate modular categories. For
example,

M
F7→ (k − 2, k)⊗M G7→ (k, k − 2)⊗ ((k − 2, k)⊗M)

= ((k, k − 2)⊗ (k − 2, k))⊗M = M

since the product of bimodules is the regular representation bimodule (ex-
cept for the identity in the example above, but we have already excluded
the case in which M is the corresponding left Tk module). Applying all full
diagrams to a given module clearly just reproduces the same module. Ap-
plying all diagrams except the identity reproduces the same module unless
it is the identity (i.e. all dots) module.

Any module homomorphism among the Tk modules (excluding the last
module) thus implies a matching homomorphism among the Tk−2 modules,
and vice versa.

We showed in chapter 6 that the modules with basis the ket vectors
are generically simple. This means that they have no interesting homo-
morphisms. In order to get an interesting example we must consider a
nongeneric case.

The example is as follows. The T2(e
iπ/3) module .1 maps onto an in-

variant subspace of the T2(e
iπ/3) module .0 (we stress that we have now

taken Q = 1). To see this note that the action of U1 = |112 >< 112| and
U2 = |122 >< 122| on the vector (|112 > −|122 >):

U1(|112 > −|122 >) =
√
Q|112 > −|112 >

Q=1
= U2(|112 > −|122 >) = 0

is the same as the action on |123 >. The vector (|112 > −|122 >) spans an
invariant subspace of the module spanned by |112 > and |122 >. We write

|123 > φ7→ |112 > −|122 > .

The functor F pulls this through to a homomorphism F (φ) of T4(e
iπ/3)
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modules via

|11234 >< 234||567 > = |11234 >
F (φ)7→

|11234 >< 234|(|556 > −|566 >) = |11223 > −|11233 >

|12234 >< 134||567 > = |12234 >
F (φ)7→

|12234 >< 134|(|556 > −|566 >) = |12213 > −|12233 >

|12334 >< 124||567 > = |12334 >
F (φ)7→

|12334 >< 124|(|556 > −|566 >) = |11223 > −|12332 >

|12344 >< 123||567 > = |12344 >
F (φ)7→

|12344 >< 123|(|556 > −|566 >) = |11233 > −|12233 >

with all the other bimodule compositions going to zero. It is easy to check
that the right hand sides span the module mapped onto by F : |123 > and
that the left hand sides span an isomorphic invariant subspace of another
module, that mapped onto by F : {|112 >, |122 >}.

Conversely, considering the homomorphism of T4 modules shown above
as the starting point, we can recover the original T2 homomorphism by
applying G. For example:

|123 >< 14423||55678> = |123 >

7→

|123 >< 14423|(|55667 > −|55677 >) = |112 > −|122 > .

9.5.3 The structure of 2Hk(q)

More generally with N = 2, then, we need only determine the morphisms
associated with the trivial module to completely determine the structure
of the algebra. These follow immediately from Proposition 7 via the argu-
ments of section 5.3. We leave it as an exercise to check Theorem 2 from
this perspective.
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9.5.4 The structure of 3Hk(q) and higher N

A complete analysis is beyond the scope of this book. However, there are a
number of aspects which can be brought out fairly simply with the machin-
ery we have already developed. Firstly we can determine the morphisms
associated with the trivial representation. Specifically we can identify in-
variant subspaces of various modules which are isomorphic to the trivial
module.

It follows from the definition that every (s, t) is either finite or may be
made finite by multiplying by a well defined constant k. On the other hand,
many sequences {s} have the property that they have no minima and all
their maxima occur with g = (si)k − (si)j − k + j an integer multiple of r.
Then from the definition we have, provided (s, t) is not itself finite, that

Ui k(s, t) = 0

for all i. Such a vector therefore spans an invariant subspace isomorphic to
the trivial module. To see where these vectors lie for given r it is convenient
to draw out our triangular lattice marking in the lines for which g takes the
critical values. Then any trajectories whose only changes in direction are
reflections (giving maxima) at these critical lines correspond to sequences
giving vectors of this type!

For example, consider the case r = 4 shown in figure 9.11. The formal

definition of the element indicated gives at worst a k
3/2
0 divergence (a factor

k
1/2
0 for each reflection, plus one other). However, the terms at this level

cancel each other, and the true divergence is k
1/2
0 . Deleting this factor

to obtain a finite element of the module we find that this spans a one
dimensional invariant subspace, as expected. The general case proceeds
similarly.

Figure 9.12 indicates how to establish, following an argument almost
identical to the proof of proposition 32, that the operator associated with
the final sequence {fα} may be written in the form

(fα, eα) = k(α)(oα, oα)
(−)(fα ◦ eα)(eα, eα)

where k(α) is another overall scalar factor.

Armed with this result, the other invariant subspaces of g.s. modules
may be exhibited by means analogous to the reflection arguments of sec-
tion 7.4.
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Figure 9.11: The projected diagram for the tower of algebras 3H(q) with
r = 4. Critical lines have been translated slightly to make them visible
against the lattice background. The solid trajectory from the origin to
α = (3, 3, 1) exhibits an invariant subspace of this module isomorphic to
α = (7, 0, 0), which is also marked.
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Figure 9.12: A projection, defined by the images of the 5 orthonormal
vectors ei shown, of a square patch surface on the 6×5×4×3×1 hypercubical
lattice, illustrating an iterative step in the text.
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9.6 The defining representation of NHk(q)

The defining representation of Tk(q) appears in statistical mechanics in the
diagonal row transfer matrix for the asymmetric 6-vertex models. These
were the models discussed by Temperley and Lieb (1971) - see chapter 12.
In this statistical mechanical interpretation of the representation the ba-
sis space is the set of all possible configurations of k + 1 bond variables,
each taking 2 possible values. In other words, in this representation Ui ∈
End(V ⊗k+1

2 ). Ordering the product of vector spaces (and labeling them in
order, to identify the corresponding bond variables in the transfer layer) as

V
(1)
2 ⊗ V (2)

2 ⊗ V (3)
2 ⊗ ...

we have

Ui = 12 ⊗ 12 ⊗ 12 ⊗ ...⊗







0 0 0 0
0 q 1 0
0 1 q−1 0
0 0 0 0






⊗ ...⊗ 12 ⊗ 12 (9.32)

where the 4 × 4 matrix acts on V
(i)
2 ⊗ V (i+1)

2 . Note that in the abstract
representation theory sense the ordering of vector spaces is arbitrary. We
could define further matrices in which the 4 × 4 factor acted on any pair

V
(i)
2 ⊗ V (j)

2 (c.f. chapters 8 and 4).
Note that this representation is generically faithful, and hence from

chapter 5 that for q not a root of unity Tk(q) ∼= EndUqSl(2)(⊗k+1V2).
The representation immediately breaks up into blocks as follows. Writ-

ing V2 = {1, 2} we see that non-zero off-diagonal entries in Ui just take 1⊗2
(∈ V (i)⊗V (i+1))→ 2⊗1. Writing an arbitrary basis state as a1a2a3...ak+1

(ai ∈ 1, 2) we then note that only states with the same number of 1’s are
mixed. Let us write n(1) for the number of 1’s. It follows from the defi-
nition of the representation that these fixed n(1) blocks are generalisations
of permutation representations of the symmetric group. The generic multi-
plicities of irreducible representations in the full representation, and hence
the generic structure of UqSl(2), follow immediately (see e.g. Robinson
1961). The non-generic structure may also be deduced, but more work is
required.

In the 6-vertex model context n(1) − n(2) is the surfiet of up arrows
over down arrows in the 6-vertex model lattice layer (i.e. the Bethe ansatz
parameter, see e.g. Baxter 1982).

The generalisation of the observations in this section to other N is
straightforward. We leave it as an exercise.

æ



Chapter 10

Algebraic formalism for
ZQ symmetry

Subtitle: Operator formalism for locally and globally ZQ symmetric models,
duality and lattice gauge theory representations.

In this chapter we will define generalised Clifford algebras, and simpli-
cial Clifford algebras, which are certain subalgebras of generalised Clifford
algebras. These subalgebras include the algebras appropriate for building
the transfer matrices for general ZQ symmetric lattice models in arbitrary
dimensions. We define canonical representations of these algebras. We use
these representations to construct representations of graph Temperley-Lieb
algebras appropriate for the 3 dimensional Potts lattice gauge theories.

10.1 Introduction

The operator formalism we have used in building transfer matrices for 2
dimensional Potts and equivalent models, and central in the construction
of solutions to the Yang-Baxter equations, can be extended on the one hand
to ZQ symmetric spin models in 2 dimensions, and on the other hand to
Potts models in arbitrary dimensions.

In general these extensions do not appear to shed much new light on
the search for thermodynamic limit solutions, either to models with more
physically realistic Hamiltonians, or to models in higher dimensions. They
do, however, provide a systematic framework for the exploitation of sym-
metry in the computation of observables, at least on the finite lattice. The
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results of such computations, together with a physical picture of ZQ sym-
metric spin models in two dimensions, are discussed in chapter 11. In the
present chapter we will forget about star triangle relations and so forth for
a while and describe the general framework for the operator formulation of
ZQ symmetric models (including locally symmetric cases, i.e. lattice gauge
models) in arbitrary dimensions.

Because of the duality properties of lattice models in 3 dimensions (see,
for example, Savit 1980) we are able to exhibit two graph Temperley-Lieb
subalgebras appropriate for 3 dimensional models in the generalised Clifford
algebra. These correspond to the Potts spin and gauge models respectively.
The gauge model case enables us to construct new representations for the
graph Temperley-Lieb algebra.

Conversely, since many of the generic irreducible representations of this
algebra are already known (and are much smaller than the lattice gauge
model representation) we can greatly facilitate the computation of finite
lattice results for 3 dimensional Potts gauge models by block diagonalising
the transfer matrix into its irreducible components.

10.1.1 Notation

In this chapter we deal with models having ‘near neighbour’ interactions.
Before we can give a working definition of this restriction it will be useful
to introduce some extra notation.

Consider an ordered set A ⊂ Zd of points spanning a c dimensional
subspace of Zd ⊂ Rd. If no point in Zd is an interior point of any segment
in the convex hull of A ⊂ Rd then the convex hull is called a c dimensional
(lattice) simplex in Zd. The minimum order of A is c + 1, the maximum
order is 2c. If the order is 2c then the simplex is called a hypercubical
simplex.

Consider a d dimensional hypercubical lattice model 1, with ZQ valued
variables sitting on sites, or oriented bonds, or some other set of identical
oriented hypercubical simplices sc (with dimension c < d). We will refer to
these variables ensemble as the field. It is useful to denote configurations
of the field by f ∈ Hom(sc, ZQ), and of an individual variable x ∈ sc by
f(x) ∈ {0, 1, 2, ...Q− 1}. We further extend this definition so that

f(ax+ by) = (af(x) + bf(y))mod Q (x, y ∈ sc; a, b ∈ Z). (10.1)

The interactions sit on the set of c+ 1 dimensional hypercubical simplices
sc+1 which are bounded by the simplices sc, or on simplices sc+2 which are
bounded by s1, and so on. For definiteness we will take the former case.

1The restriction to hypercubical lattices is really for notational convenience.
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If Y ∈ sc+1 we write BY for the set of x ∈ sc bounding Y , and ∂Y
for the usual boundary operator on Y . For example, with the sites (i)∈ s0
round a plaquette (ijkl)∈ s2 numbered anticlockwise (1),(2),(3),(4), and
the bonds oriented (12), (23), (43), (14), we have

B(1234) = {(12), (23), (43), (14)}

and
∂(1234) = (12) + (23)− (43)− (14).

10.2 ZQ symmetric models

In a ZQ symmetric model the interactions on simplices Y ∈ sc+1 are char-
acter functions of the ZQ valued variables on their boundaries. The variable
on simplex x ∈ sc may be represented in the form f(x), or F (x) defined by

F (x) = exp(2πif(x)/Q).

Suppose that for each x ∈ BY we have a function

ǫx : Y → ±1

such that ∑

x∈BY
ǫx(Y ) = 0.

We then define
pf(Y ) =

∑

x∈BY
ǫx(Y )f(x), (10.2)

and the interaction on simplex Y is written in the form

χ(βr)(pf (Y )) =
∑

r=0,..Q−1

βr exp(2πipf (Y )r/Q). (10.3)

For example we could take

pf (Y ) = f(∂Y ), (10.4)

ie. ǫx = ±1 depending on orientation. In general, however, we just require
the overall condition accompanying equation 10.2, so that the interaction
is invariant under a global ZQ phase redefinition. In the case c = 0 there
is no distinction, and we have the usual ZQ symmetric spin models. For
local gauge symmetry, however, the interaction must be of the form of
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equation 10.4. Then, for instance, c = 1 gives a ZQ lattice gauge theory.
That is, pf (Y ) is invariant under the local gauge transformation

f(x)→ f(x) + f0(∂x)

where f0 ∈ Hom(s0, ZQ), f0(x ∈ s0) ∈ {0, 1, 2, ..., Q− 1}, and so on. This
old result (∂2 = 0) has some interesting consequences at the operator level,
as we will see!

The partition function for such models is

Z =
∑

f

exp(β
∑

Y ∈sc+1

χ(βr)(pf (Y ))) (10.5)

where the first sum is over all possible field configurations.
In order to define a model with a unique coupling constant β we must

specify the interaction parameters βr. For example,

βr = (δr,1 + δr,Q−1)/2

together with equation 10.4 gives the gauge clock model interaction

χ(pf (Y = (1234))) =
[
F ((12))F ((23))F−1((43))F−1((14))

]
+ [..]† (10.6)

when c = 1, and the standard clock model when c = 0. The spin and gauge
Potts models have βr = 1/Q. Note that βr = βQ−r for unitarity.

10.2.1 Transfer matrices

Let us define the notion of a single d−1 dimensional layer of the lattice. The
defining constituents of such a layer, as far as any given model is concerned,
are the variables (sorted into two sets, as we will see) and interactions
associated with the layer. These objects are collected from those in the
region of general physical location of the layer in a way which depends on
the model. Loosely speaking, that region is a slice of the lattice of thickness
one lattice spacing in the layering direction.

For d = 2 and c = 0 the layer consists of the variables on two parallel
adjacent linear chains of sites, and the bond interactions within one chain
and those between the two chains. For d = 3 and c = 0 it is two parallel
adjacent square lattices of site variables, the bond interactions within one
square lattice and between the two square lattices.

We will call the perpendicular direction the ‘time’ direction, without loss
of generality. We can then call variables or interactions ‘spacelike’ if their
simplices are orthogonal to the time direction, and ‘timelike’ otherwise.
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The set of variables on simplices within the ‘earlier’ of the two parallel
adjacent d−1 dimensional sublattices, together with those between the two
sublattices, are called the leading edge of the layer.

The forward direction of time takes us from the leading edge to the trail-
ing edge. All the variables associated with the layer are either associated
with the leading edge (if spacelike and in the leading edge or if timelike con-
necting the two edges) or the trailing edge (if spacelike and in the trailing
edge or timelike and connecting to a new edge).

For the purposes of identifying variables in the layer the simplices in-
cluded in the trailing edge are just the time translations of those appearing
in the leading edge, and each edge is common with another layer. On the
other hand, each interaction in the full lattice may be uniquely associated
with a given layer. The interactions associated with a layer are all those
depending only on variables in the leading edge and all those depending on
variables in both edges.

We will write just x ∈ edge for the restriction of x ∈ sc to a single edge,
and Y ∈ layer for Y ∈ sc+1 in a single layer.

Recall that the transfer matrix is a matrix whose ijth element is the
partition function for a layer, where the leading and trailing layer edge
field configurations are completely specified by i and j respectively. In
other words

i, j ∈
⊗

x∈edge
V (x) (10.7)

where V (x) ∈ {0, 1, ..., Q− 1} is the space of states of f(x). In the present
case ‘near neighbour interactions’ means that the partition function for a
layer can be determined with only this information, and that each interac-
tion involves at most one variable from the leading edge.

We will call interactions which are completely determined by the con-
figuration of the trailing edge ‘type b’, and the rest ‘type a’. Type a in-
teractions include one pair of spacelike variables which are related by time
translation, and all the rest are timelike. In this case the relevant x uniquely
locates Y , and it is then convenient to use this x as a label for Y . The trans-
fer matrix may then be written in the following form

T =
∏

Y :type a

(MY )
∏

Y :type b

(MY ) (10.8)

where the products are over Y ∈ layer and MY is the single interaction
transfer matrix.
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Generalised Clifford algebras

For S some set of order n and Q as above we define a generalised Clifford
algebra G2n(Q) by generators {ax, bx;x ∈ S} and relations

aQx = bQx = 1

axbx = Wbxax

W = exp(2πi/Q) (10.9)

axaw = awax

bxbw = bwbx

axbw = bwax w 6= x.

For example, Q=2 gives the usual Clifford algebra.
As we will demonstrate shortly by giving an explicit representation, for

S = sc the single interaction transfer matrix MY may then be written as
follows:

Y : type a MY =
∑

j=0,..Q−1

αY j(ax
∏

w∈BY \x
bǫww )j (10.10)

Y : type b MY =
∑

j=0,..Q−1

αY j(
∏

w∈BY
bǫww )j (10.11)

Here BY \x means the set of simplices bounding Y not including x and its
time translation. The signs ǫw coincide with those in equation 10.3, and
scalar αY j is a readily determined function of { β, βr } in any given model
(see later).

The dimension of G2n(Q) is clearly Q2n, since any word may be written
(up to scalars) in the form

W ({αx, βx}) ∝
∏

x∈edge
aαx
x bβx

x

where αx, βx ∈ {0, 1, .., Q − 1} and W = W
′

if and only if αx = α
′

x and
βx = β

′

x ∀x ∈ edge.
Note that this algebra carries no information about the spacial structure

of the model. We get the same algebra in any dimension for any c, provided
that the value of n is the same.

10.2.2 Simplicial Clifford algebras

For a given physical model the transfer matrix can be built with a sub
algebra generated by operators associated with interactions in the layer.
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We introduce a set of operators indexed by these interactions as follows

{Sx, SY | x ∈ spacelike sc in edge; Y ∈ type b in layer}

where x ∈ spacelike sc in edge are taken to label the interactions of type
a in the layer. The operators are defined as follows

type a : Sx = ax
∏

w∈BY \x
bǫww (10.12)

type b : SY =
∏

w∈BY
bǫww

These objects obey the following relations:

SQx = 1

SQY = 1 (10.13)

SxSY = W e(x,Y )SY Sx

where e(x, Y ) is the coefficient of x in ∂Y , or more generally the coefficient
of f(x) in pf (Y ), (i.e. ±1, or 0).

In 2 dimensional spin models the algebra generated by these objects
is isomorphic to G2n(Q) (at least with suitable boundary conditions, see
Martin and Launer 1989), but in higher dimensions it defines a simplicial
Clifford algebra G2n(Q, pf) which is generally a proper subalgebra.

Note that equation 10.2 implies that
∏

spacelike x∈edge
Sx

is a central element of order Q.
In the case of spin models, and with the c = 0 notation (x = site i.)

and (Y = bond ij), where i and j are layer edge sites, the presentation is

SQi. = SQij = 1 (10.14)

Si.Sij = WSijSi.

with all other operators commuting. We will return to this case later.

10.2.3 Canonical representations

The appropriate representations of ax, bx are as follows:

ax, bx ∈ End(
⊗

x∈edge
V (x)) (10.15)
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ax acts trivially on V (w) if w 6= x, on V (x) it acts as the matrix N given by

N =











0 1 0 .. .. ..
0 0 1 0 .. ..
.. 0 0 1 0 ..

.
1

1 0 .. .. 0











(10.16)

while bx acts trivially on V (w) if w 6= x, on V (x) it acts as the matrix M
given by

M =











1 0 0 .. .. ..
0 W 0 0 .. ..
.. 0 W 2 0 ..

.
. 0

0 0 .. .. WQ−1











(10.17)

Note that these matrices define a manifestly irreducible Qn dimensional
representation of G2n(Q) (equation 10.9). On the other hand we have
already seen that the dimension of the algebra is Q2n. We thus note
that G2n(Q) is isomorphic to the Qn dimensional complex matrix alge-
bra MQn(C) (i.e. G2n(Q) has trivial center). For this reason we refer to
the above representation as the canonical representation.

10.3 Temperley-Lieb subalgebras

10.3.1 Lattice gauge model representations

Note that for any gauge model we can use the gauge symmetry to fix the
gauge and take all timelike (longitudinal) bond variables to f(x) = 0. This
means that we can drop the factors of bw in equations 10.10 and 10.11. In
3 dimensions all the variables in a transfer matrix edge are then the bonds
of a square lattice. For the 3 dimensional Potts gauge model defined above,
and indeed for any model without factors of bw appearing in equation 10.10,
the coefficients α are just

αxj = exp(βχ(j)) (10.18)

(10.19)

αY j =
∑

r=0,..,Q−1

(W−jr exp(βχ(r)))/Q.
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In the Potts case χ(j) = δj,0, and putting equation 10.18 into equation 10.10
we find that the matrices

Ux = Q−1/2
∑

j=0,..,Q−1

(ax)
j (10.20)

(10.21)

UY = Q−1/2
∑

j=0,..,Q−1

(
∏

w∈BY
bǫww )j

build the layer transfer matrix

T (v) =
∏

spacelike x∈edge
(v+Q1/2Ux)

∏

spacelike Y ∈layer
(1+vQ−1/2UY ) (10.22)

where v = (exp(β)− 1). These matrices obey the following relations

UxUx =
√
QUx x ∈ spacelike bonds in edge

UY UY =
√
QUY Y ∈ spacelike plaquettes in layer

UxUY Ux = Ux . . . if x ∈ BY (10.23)

UY UxUY = UY . . . if x ∈ BY
UxUY = UY Ux . . . if x 6∈ BY

for a certain graph Temperley-Lieb algebra. The graph is again just the
square lattice. To see this first note that fixing any 3 of the four states in
the basis space for the non-trivial part of the action of UY (i.e. ⊗x∈BY V (x)

where BY consists of the 4 bond variables round a plaquette) always leaves
a submatrix (∈ End(V (x))) of the form

diagonal(c1, c2, c3, ..., cQ),

where ci = Q1/2 for some unique i and ci = 0 otherwise. Then note
that a duality transformation takes plaquettes to bonds (and so spacelike
plaquettes to timelike bonds, and hence sites, after projecting down onto
the square lattice).

More explicitly, with

Ux, UY ∈ End(
⊗

bonds x∈edge
V (x)), (10.24)

then:

Ux acts trivially on V (w) unless x = w;
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Ux on V (x) is Q−1/2M , where M is the Q-by-Q matrix
with all entries unity.

Meanwhile:

UY acts trivially on V (x) unless x ∈ BY ;
UY on ⊗x∈BY V (x) is diagonal(

√
Qδf(∂Y ),0).

On the other hand, the ZQ spin model has the Q-state Potts model as
a special case, and so always provides a representation of the appropriate
Temperley-Lieb algebra by this specialisation. The matrices Ui. and Uij ,
in the notation of eqn(14), are given by:

Ui., Uij ∈ End(
⊗

sites i∈edge
V (i.)) (10.25)

where V (i.) is the Q dimensional vector space with basis the possible Potts
spin variable values on site (i.), say si. ∈ {0, 1, .., Q− 1}. Then:

Ui. acts trivially on V (j.) unless i. = j.;
Ui. on V

(i.) is Q−1/2M.

Meanwhile:

Uij acts trivially on V (k.) unless i. = k. or j. = k. ;
Uij on V

(i.) ⊗ Vj. is diagonal(Q1/2δ(si., sj.)).

Duality in 3 dimensions then takes

(vQ−1/2)→ (Q1/2/v),

and
{Ui.} ↔ {UY }

and
{Uij} ↔ {Ux},

but the representations are clearly not isomorphic (see later).
Note that the relations 10.23 hold for arbitrary dimensional Potts lat-

tice gauge models, but they are not dual to a graph TL algebra in higher
dimensions than 3, as we can see by looking at the coordination numbers
(i.e. the number of other generators with which each generator has non-
trivial commutation relations). In d dimensions each Y is surrounded by
4 x’s, and each x by 2(d− 2) Y ’s, while each bond is bounded by 2 nodes
and each node surrounded by 2(d − 1) bonds in the corresponding graph
algebras.

It is interesting to recall that, in 2 dimensions, the local duality trans-
formation is just

Ui → Ui+1



10.3. TEMPERLEY-LIEB SUBALGEBRAS 287

(at the level of operators). Note in particular that 2 duality transformations
‘equals’ 1 translation (of course the whole system is translation invariant,
so duality becomes involutive). In 3 dimensions the situation appears much
more complicated. The relationship between the 2 representations above is
not obvious. In the case Q = 2 we can build a gauge representation out of
the spin model representation as follows:

Look at the 2 dimensional layer edge. Consider the medial lattice of this
square lattice, which is also a square lattice. Then each Ui. is associated
with a medial bond x, and we may put Ux = Ui.. Inside each medial
plaquette Y are 4 original lattice bonds, take any parallel pair of these
(ij), (kl) (say) and form

UY = ((1− 2Uij)(1− 2Ukl) + 1)/2.

This gives the gauge representation for the medial lattice. But the trans-
formation to the medial lattice is not a duality transformation, and infact
involves a scale change! Clearly the procedure is not trivial, and for Q 6= 2
it is even more complicated.

In higher dimensions the models dual to the spin model are more com-
plicated still, but the generalisation to construct representations of higher
dimensional Temperley-Lieb algebras is straightforward. Specifically, in d
dimensions we take c = d− 2.

The breakdown of the Q-generic structure of the graph Temperley-Lieb
algebra (with graph the square lattice) should signal a 3 dimensional series
of critical field theory limits analogous to the central charge c ≤ 1 confor-
mal series (Q = 4 cos2(π/r), r ∈ Z) in 2 dimensions (see Cardy 1986 and
chapter 4). Thus it is particularly interesting to investigate the asymptotic
rate of growth of dimensions of this algebra with lattice size, which gives
the breakdown point. With this end in mind we will now use the gauge
model picture to study the algebra in a bit more detail.

10.3.2 Quotient relations for the gauge representation

The quotient relations describing the place of the ‘Potts algebra’ (defined
by the representation following equation 10.25), and the ‘gauge algebra’
(equation 10.24), in the abstract graph Temperley-Lieb algebra are not
obvious. But note , for instance, that the Potts and gauge representations
are real and symmetric, while representations need not be unitarisable in
general.

Recall that a minimal (that is to say not necessarily complete) list of sets
of quotient relations obeyed by the Potts representation may be indicated
as follows. For W any word of length O(W ) in the generators {Ui., Uij}
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and

Rb(N) =
∏

i. 6∈b(N)

(Ui./Q
1/2) (10.26)

where b(N) is any N element subset of the n nodes (say) in the layer edge,
so 0 ≤ N ≤ n , and, for example,

R0 = Rb(0) =
∏

all nodes i.

(Ui./Q
1/2), (10.27)

then:

Rb(N)WRb(N) = χb(N)(W )Rb(N) (mod. Rb(M) ∀ b(M) ⊂ b(N)) (10.28)

where χb(N)(W ) is a readily determined scalar. The proof is in chapter 8.

The R0 relation, with R0 redefined by duality to

R∗
0 =

∏

x

Q−1/2Ux

(remember R0 is to be thought of as a high temperature transfer matrix),
still holds for the gauge representation. Infact R∗

0 is clearly not the same
idempotent as R0 in the Temperley-Lieb algebra, but it is an idempotent
corresponding to the same irreducible representation. It thus gives the same
free energy. To prove this we will construct the irreducible representation
explicitly.

Consider the set {vi} of possible non-contractible ‘boundaries’ drawn
on the bonds of the square lattice, accessible from the empty case (no
boundaries) by arbitrary sequences of operations consisting of:

i) drawing a boundary around a single plaquette; and

ii) putting the 2 plaquettes adjacent to a single bond inside the same
boundary (i.e. removing any intermediate segments).

For example, operation (ii) on bond x is illustrated by the move from
v4 to v9 in Figure 1, which also gives an example of a complete set {vi}.
In other words we have the set of possible minimal distributions of lines
drawn on bonds sorting the plaquettes into isolated clusters in the plane
by operations (i) and (ii) (note that not all sortings are realised by this
procedure). This set gives a basis for representations of the algebra defined
by the relations 10.23 as follows.
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(UY )ij =







Qδij/2 if building a boundary around plaquette
Y takes distribution i to j;

= 0 otherwise;

(Ux)ij =







Qδij/2 if cutting and contracting away any boundary
passing through bond x takes i to j;

= 0 otherwise;

In our example, with the plaquettes and basis elements numbered as
indicated,

UY=1 UY=2 v1 = Q1/2 v4;

and with x the bond marked in v4,

Ux v4 = v9;

and so on.
The basis space is essentially dual 2 to the partition basis discussed

in chapter 8. The correspondence is that every node in the same cluster
becomes a plaquette inside some bounded region, and travelling to a node
in a different cluster necessitates crossing a boundary. The difference at the
operator level is that the new representation includes bond generators at
the edges which are not bounded at one end by a node generator. In other
words, if we build a representation corresponding to the set of bonds and
plaquettes shown in Figure 2 (for example) then the corresponding graph
is as shown in Figure 3, where white nodes are not included.

Note in particular that both
∏

x Ux and
∏

Y UY are manifestly primitive
idempotents (since each projects the entire basis space into a different 1 di-
mensional subspace) and that the set of possible boundaries corresponds to
the left ideal generated from either of these. Specifically

∏

x Ux corresponds
to the state with no boundaries, and

∏

Y UY the case where every bond is
a boundary.

For the Potts model
∏

Y UY is the primitive idempotent corresponding
to high temperature (zero coupling) boundary conditions (see Baxter 1982),
and guaranteeing, by Perron’s theorem, a unique largest eigenvalue when
couplings are real in the bulk of the system. For the gauge model

∏

x Ux is
the corresponding idempotent.

2i.e. square lattice goes to square lattice, but the edges of the dual systems are slightly
different, in the usual fashion of duality (see Savit 1980), as exemplified in figures 10.2
and 10.3.
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v1 :
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Figure 10.1: Non-contractible boundaries (indicated by curved lines) on a 3
by 1 lattice (straight lines). Note that the outside is regarded as a plaquette
so, for example, v6 and v13 are distinct.
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Figure 10.2: A 3 by 2 lattice of bonds and plaquettes.

s s s
s s s
❝ ❝ ❝

❝ ❝ ❝
❝
❝

❝
❝

Figure 10.3: A 3 by 2 lattice and its dual lattice.
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Remarks

It is possible to determine the structures of the simplicial Clifford algebras
for arbitrary simplicial dimension c (which we will leave as an excercise).
The full multiplicities of irreducible representations in the 3 dimensional
gauge model representations of Temperley-Lieb algebras had not been de-
termined at time of going to press.

Note that the gauge representation has assymptotic growth rate of di-
mension dn (n sites) of

lim
n→∞

dn+1/dn = Q2 (10.29)

in 3 dimensions, after temporal gauge fixing. There is still scope for some
more gauge fixing after this.

In many of the algebras we have defined the relations are associated
with some regular graph or lattice. The automorphisms of the lattice then
give rise to automorphisms of the algebra. It would be interesting to see
how these automorphisms preserve the irreducible structure of the algebras
in general. In the 2 dimensional Hecke cases the similarity transformations
which realise the automorphisms play important roles in the inversion sym-
metry and braid group representations (chapters 2 and 3)!

æ



Chapter 11

The modelling of phase
transitions

Subtitle: Interpreting exact results for finite lattices.

11.1 Zeros of the partition function

In statistical mechanics, phase transitions correspond to thermodynamic
limit singularities of derivatives of the free energy f(β). In fact we might as
well take any non-analytical point of f(β) on the β real axis as a statistical
mechanical critical point. Of course in practice we would not identify a
phase transition purely on this basis, but expect abrupt changes in the
behaviour of order parameters, and some supporting ‘physical’ (i.e. energy
versus entropy) explanation as well, as we will illustrate in this chapter.

On the other hand, the partition function Z for a model with variables
taking a finite range of values on a finite lattice can often be written as
a polynomial in some coupling dependent variable x(β). For example, if
the Hamiltonian can be normalised to take integer values, as in the case of
the Potts model, then such a variable is x = exp(β). Zeros are therefore
the only analytical feature of the partition function. Furthermore, these
zeros will lie off the real positive x axis, since all the coefficients, each of
which corresponds to the number of configurations with a given energy, are
positive. Consequently all observables vary smoothly with x in the region
of real β.

The zeros of the partition function can only possibly approach the real
axis in the thermodynamic limit. A point xc where a continuous distribu-
tion of zeros cuts the axis in this limit would give a critical point. Such

293
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a distribution of zeros would in particular provide a mechanism to allow
a different function representing an observable on either side of xc. The
exact solutions we describe in chapters 3 and 4 bear out this picture.

In the literature it is common to find discussions of the zero distribution
of the partition function in the complex external magnetic field variable (at
fixed β). Many exact results, stemming from the original Yang-Lee circle
theorem (see Lee and Yang 1952), pertain to this bulk property of the sys-
tem (see, for example, Suzuki and Fisher 1971). The more fundamental
coupling parameter problem has turned out to be relatively intransigent,
and consequently less exposed in the literature. Only relatively recently
have exact solutions and related algebraic approaches to finite lattices ren-
dered this problem accessible. Finite β and finite magnetic field remains
an enigma.

Let us consider a partition function which formally illustrates the pro-
posed mechanism for phase transitions. Suppose that the partition function
for some model on a lattice of size N takes the form

Z = x2N + 1 (11.1)

with x = exp(β) (the one dimensional Q = 2-state Potts model, for exam-
ple, has

Z = (x− 1)N

((
x+ 1

x− 1

)N

+ 1

)

which differs from equation 11.1 in no significant way). In the form 11.1, the
zeros are spaced at constant intervals around the unit circle in the complex
x plane. As N →∞ the zeros close up to give a uniform line density. The
free energy, as it were, is

f = N−1 ln(Z) = ln(2)/N + ln(x) + ln(cosh(Nβ))/N

and the internal energy is

U = −∂N
−1 ln(Z)

∂β
= −1− tanh(Nβ).

As we letN increase, the change in U close to β = 0 becomes more and more
rapid, until in the limit it is discontinuous. This would be the statistical me-
chanical signal associated with a first order phase transition (section 1.4.2).

In the limit we could have written the free energy in such a way as to
make the zero distribution of the partition function manifest:

lim
N→∞

f = β + (1/(2π))

∫ ∞

−∞
a(y) ln(β + iy)dy
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where the line density of zeros a(y) = 1. Suppose we could generalise this
simple model to realise other line densities a(y), analytic at y = 0. We have

U = −1 + (1/(2πi))

∫ ∞

−∞

a(y)dy

y − iβ (11.2)

where, since the integrand has a simple pole at y = iβ, the integral changes
by 2πa(0) as β changes sign. Now since a(y) is certainly real and positive
with a(y) = a(−y) for real y we will always get first order transitions this
way.

On the other hand supposing that for small y

a(y) ∼ |y|1−p (0 ≤ p < 1),

for example, we find that the specific heat exponent α (from section 1.4.2)
has a simple dependence on p. When p = 0 we see immediately that the
resultant specific heat has a logarithmic divergence, which means a second
order phase transition. More generally, the specific heat critical exponent
for 0 < p < 1 may be obtained by examining the asymptotic behaviour of
U(β) as β → 0. One way of doing this is to note, changing the integration
range to exclude a non-singular region, that it is dominated in the limit
by a special case of a hypergeometric integral (see Abramowitz and Stegun
1965, for example) with well known asymptotic properties. We find the
specific heat

∂U

∂β

β→0∼ β−p

i.e. the specific heat exponent is α = p.
We see that the transition remains second order for the range 0 ≤ p < 1.

Note from equation 11.2 that it is the behaviour of the line density of zeros
close to the critical point which determines the exponent. This means that
essentially the same picture will pertain when the partition function cannot
be expressed as a polynomial, and we must work directly with β.

Returning to the finite lattice it is reasonable to suppose that, for a
sufficiently large system, the distribution of zeros will reveal some of the
limiting structure. In particular it may give clues as to the shape and
density of the limiting distribution (it clearly does in our toy example, and
it does in all the examples to follow).

Note that a finite lattice Potts model distribution is, in principle, always
calculable by direct enumeration. On the other hand, direct enumeration
of, say, 1005 configurations is not a realistic task for any present or future
computer. The algebraic techniques discussed in this book may or may not
be of use in the exact solution of thermodynamic limit models, but they can
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always simplify finite lattice computations. The picture discussed above has
been familiar for many years (see, for example, Fisher 1964, Abe 1967, Abe
and Katsura 1970, Nilsen and Hemmer 1967) as a mechanism for phase
transitions, but it is only in the last few years that algebraic computing has
reached a level of sophistication sufficient to generate finite lattice results
in which the kind of features described above can be identified with any
confidence.

11.2 Semi-infinite systems

We can get a better picture of what is going on, and introduce some more
realistic models, by considering the ramifications of the above discussion
for the transfer matrix formalism.

We have already established that the transfer matrix may be block di-
agonalised by transformations corresponding to translational and internal
symmetries of the system (and therefore independent of the coupling pa-
rameters). Let us be more specific about this. Suppose we restrict attention
from the full transfer matrix algebra H , say, as defined in chapter 2, to the
subalgebra A generated by the periodic transfer matrices {T(N)(x1, x2) for
all x1, x2}. In the Potts model case we are interested in the A module
given by V = ⊗NVQ. We can decompose V into simple H = Tk(q) modules
using chapter 6 (the multiplicities are given in Martin 1988). If we wish
to compute the free energy then we can restrict attention to the unique
appropriate H submodule S(0), say. For any H module W let us introduce
D = EndA(W ). If we can decompose W as a direct sum of D modules,
then from chapter 5 elements of A only mix these submodules if they are
isomorphic.

For example, note that

[G2, T(N)(x1, x2)] = 0

and
[M,T(N)(x1, x2)] = 0

from chapter 2 (remember G2 is just a particular transfer matrix, in the
staircase formulation), so the appropriate representations of {G2,M} gen-
erate a (not necessarily proper) subalgebra of D.

Let us decompose V , say, as a direct sum of G2 modules, as follows:
Put

vi ∈ ⊗NVQ
an element of the configuration space basis, so

G2 vi = vf(i)
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for some permutation f(i). Suppose we define a set of integers mi by

G2pvi = vi for p = mi

and

G2pvi 6= vi for p < mi

then the fourier transform

mi−1∑

k=0

(

e2πij/miG2
)k

vi = w
(i)
j

is an indecomposable G2 module. If P is any minimal set of configurations
i such that repeated application of f to P hits all configurations then V
has basis

{w(i)
j |i ∈ P , 0 ≤ j < mi}

in whichG2 is diagonal. Thus V decomposes into a direct sum of T(N)(x1, x2)
modules indexed by j:

T(N)(x1, x2) w
(i)
j =

∑

k∈P
F ikj (x1, x2) w

(k)
j

where F ikj is a scalar. The dimension of the j = 0 subspace, for example,

is dim(V/G2 = 1) = |P |.
Alternatively, writing

B = (1 + x1U1)(1 + x2U2)

then the stairway transfer matrix may be written

T ′
(N) = (BG2)N G−2N

where the last factor is central (and typically equal to 1). The spectrum
can thus be obtained from that of BG2. This is not translation invariant,
but it is relatively easy to write down (the temperature dependent part is
almost trivial).

The transfer matrix itself has entries which are polynomials in x = eβ

with positive coefficients, and so any x independent similarity transforma-
tions will preserve at least the polynomial property. Those blocks which
can keep the positive property, such as the j = 0 block above, will also
satisfy the conditions for Perron’s theorem in the region x positive.
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As an example, consider the periodic 2 site wide strip isotropic Q-state
Potts model (Q > 1). Using the variable z = (exp(β) − 1)/Q the block
relevant to the Potts model free energy (the principal block) may be written





z +
√
Q z(z +

√
Q)

1 z(2 + z
√
Q)



 .

There are many such examples of finite width systems with two dimensional
principal blocks. Of course the result, in this form, is not very revealing,
but note that it is now easy to write down the characteristic polynomial,
which is a quadratic equation for the free energy. The eigenvalues will take
the form

λ± = A(x)±
√

B(x)

where A(x) and B(x) are polynomials in exp(β). The larger of the eigen-
values on the positive real axis is λ+ (it must be exclusively one or the
other on the whole positive axis, from Perron’s theorem). The free energy,
with suitable boundary conditions, is then

lim
N→∞

ln(Z)/N = lim
N→∞

(1/N) ln(λN+ + λN− ) = ln(λ+).

What has happened to our zeros?
Consider the following useful identity for any pair of scalars C,D:

CN +DN =
∏

n

(C + exp(2πin/N)D) (11.3)

where the product is from n = 1, 2, .., N if N is odd; and from n =
1/2, 3/2, .., N − 1/2 for N even. Then

ln(λ+) = (1/2π)

∫ ∞

0

ln(2[AA+B] + 2 cos(y)[AA −B])dy,

which may be thought of as the log of an infinite polynomial with lines of
zeros on the loci |λ+| = |λ−|. These loci terminate at the zeros of B (where
λ+ = λ−). Notice that the zeros of the partition function for finite N lie
on the same loci, by equation 11.3.

For our example a direct computation reveals that the zeros of B lie at
z = eiθ, where

θ = cos−1(−1/2
√

Q±
√

Q− 1/Q),

so the zeros of the partition function lie on the unit circle between these
points. We will have some more examples shortly.
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For a pre block diagonalised version of the transfer matrix it is always
possible to choose boundary conditions such that the zeros still lie on the
same loci. Even with arbitrary boundary conditions the zeros converge to
these loci as N →∞, since

Z = K+λ
N
+ +K−λ

N
− +

∑

n

Knλ
N
n = 0

(where K+ = K− since Z is polynomial) when

(
λ+
λ−

)N

= −1−
∑

n

Kn

K+

(
λn
λ+

)N

.

The latter term tends to zero in the limit, and the identity is then satisfied
when

λ−
λ+

= exp(iπ(2n+ 1)/N)

(integer n).
In this sense finite lattice results can be used to give an image of a

semi-infinite limiting distribution, and hence a full thermodynamic limit.
Note, however, that line density information can only be pertinent if the
dimensions of the lattice in the lateral and transverse directions are kept
roughly similar (since otherwise it will be swamped by the branch points of
the semi-infinite system, which we have already established do not reach the
critical point). One way round this is to rescale the transverse couplings,
as if approaching a continuum time formulation. In our examples we keep
to globally square lattices for the sake of simplicity.

Note that if C,D can be written as polynomials in equation 11.3 then
the logarithm of the corresponding infinite polynomial is

1

2π

∫ ∞

0

ln(2[CC +DD] + 2 cos(y)[CD])dy =

{
ln(C) where |C| > |D|
ln(D) where |D| > |C|

and the zeros of the infinite polynomial form the closed boundary between
these two regions.

Similar arguments to those given above hold for irreducible blocks of
higher dimension, although there is not, in general, such a convenient inte-
gral representation. The basic picture is one of lines of zeros mapping out
the loci of equal magnitude of the largest two or more eigenvalues, which
terminate at the zeros of the algebraic determinant. The only complication
is that the largest eigenvalues will not always be the same two as we move
around the complex plane.
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11.3 Finite lattice results

There are many results on zeros of the partition function in the literature.
With respect to the Potts model these include results for various lattice
shapes, and various dimensions (see, for example, Pearson 1982, Baxter
1987, Martin andMaillard 1986, Martin 1983 and references therein). Exact
results about finite systems are, in the original framework of statistical
mechanics, perhaps more meaningful than results which only hold in the
thermodynamic limit. On the other hand, the lattice size N is typically of
the order of 102 sites, compared to useful physical systems of 1024 atoms
or so. The ideal solution is one in which N appears as a parameter. There
are a few of these, as we see in chapter 4, but not many. In their stead,
currency can be gained for the N ∼ 102 finite results by noting that they
already seem quite stable in some respects under changes in lattice size
(provided we only consider regions of coupling parameter space in which
boundary conditions are not specifically emphasising the finiteness of the
lattice).

As far as the isotropic 2 dimensional Potts model is concerned, finite
lattice results have produced overwhelming evidence to support the idea
that the distribution of zeros close to the ferromagnetic phase transition
point lies on an arc of a circle (c.f. Hintermann, Kunz and Wu 1978), but
is not universally confined to such a circle. This circle is the locus of points
for which the duality transformation corresponds to complex conjugation:

eβ =
1−Q

1 +
√
Qeiθ

for 0 ≤ θ ≤ 2π.

Figures 11.1 and 11.2 dramatically illustrate the point for Q = 3. The
scale in these and subsequent figures in this chapter is given by unit length
of the positive real axis. The zeros are obtained by a Newton-Raphson
based technique. Considerable care (i.e. very high precision arithmetic) is
required with such high order polynomials, and even then the immediate
vicinity of the point -1 should be treated with some scepticism. Fortunately
this is well away from the physical region. We can see from equation 12.1,
for example, that the behaviour of the specific heat for real β is dominated
by the effect of the zeros closest to the positive real axis.

In figure 11.1 the zeros on the right lie exactly on the duality=complex
conjugation circle (which cuts the positive real axis at the exact critical
point). The line separation of zeros approaching xc is consistent over a
sequence of similar lattice sizes with a limiting line density corresponding
to α = 1/3. The first significant deviation from the circle distribution, even
in figure 11.2, where the boundary conditions violate the duality symmetry,
appears at the braid point. Recall (from chapter 2) that this is a point
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where all eigenvalues of the transfer matrix have degenerate magnitude.
The picture close to the ferromagnetic region is similar for other Q values
(see e.g. Martin 1987), but the line density of zeros varies.

On other shapes of lattice, and in other dimensions, there is no duality
circle, but a one dimensional distribution of zeros is seen repeatedly in
models with two phase ferromagnetic regions. Why is this, and what about
models with more complicated phase structures....?

11.4 Energy, entropy and combinatorics

We are now in a good position to relate the mathematical picture of phase
transitions to a physical one. To this end it is useful to be able to call upon
models which exhibit a richer phase structure than the ferromagnetic Potts
models. Let us consider other ZQ symmetric models (see chapter 10). The
configuration space is the same, but instead of a delta function interaction
we allow an interaction Hamiltonian which depends on the spins as if they
corresponded to dipole orientations in the plane. The Hamiltonian then
depends on the relative orientations:

H({βr}) = β
∑

<ij>

χ{βr}(si − sj)

where, for example,

χ{βr}(s) =

[Q/2]
∑

r=1

βr cos(2πrs/Q)

and, as usual, si ∈ {1, 2, .., Q}.
We restrict to integer valued Hamiltonians, for ease of interpretation

(and without significant loss of generality, for our purpose). It is then most
convenient to define each model by the list of integer energies associated
to the various possible relative orientations (si − sj) in order of increasing
angle:

(χ(0), χ(1), χ(2), ..).

The Potts model is defined in this notation by χ = (1, 0, 0, ..); the Z6 vector
model (c.f. Savit 1980) is defined by (4,3,1,0), and so on. For models with
chiral symmetry (that is χ(n) = χ(−n)) a maximum of (Q/2) + 1 integers
are required.

It follows that the cases Q = 2, 3 are coverred by the Potts models and
that, in fact, Q > 4 are the interesting cases. Here we will also restrict
attention to non-negative energies.
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Figure 11.1: Zeros of the partition function for an 8 × 10 square lattice
Q = 3-state Potts model with self-dual boundary conditions.
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Figure 11.2: Zeros for a 10 × 12 lattice Q = 3-state model with duality
breaking boundary conditions.
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Independently of this energetic assignment χ, configurations of the Q
valued spins may be represented by the boundaries of areas of aligned spins.
We already considered such a picture when describing the entropy of the
Potts model in chapter 1. Now, to cope with the various possible inter-
actions, we need a bit more detail. On each boundary segment (on the
dual lattice bond between the two spins in question, i and j, say) we will
put |si − sj | bits of directed string or directed flux lines, with the direction
depending on the sign of the difference. A maximum of Q/2 lines can ap-
pear on a bond. Clearly some of the oriented strings will be connectable
together into closed loops (not necessarily in a unique way), and the re-
mainder will form lines which terminate in sources (sinks) for Q strings.
Following Einhorn et al (1980) we will call these vortices (antivortices).

Remember that this description of the configurations of the models is
independent of the energy assignment. When we know the energy assign-
ment we can determine the similarity criteria for entropy (from chapter 1)
and unravel the phase structure of the model. In any case, at low tempera-
tures (high β) the Boltzmann factors for configurations with few strings are
largest, outweighing the relative rarity of such configurations. As the tem-
perature rises the energy penalty for configurations with strings becomes
less significant. We suppose that eventually their entropic (combinatorial)
advantage makes them, collectively, a significant factor in the partition
function. Since they correspond to faults in the long distance ordering, we
anticipate that they drive an order/disorder phase transition.

Let us write

exp(β) = r exp(iψ)

for exp(β) in the complex plane. Then, for large r and small ψ, terms in Z
coming from configurations having low string density have large magnitude
Boltzmann factors. Let us assume that such configurations have typical
energy NE, where N is the total number of sites in the system (clearly
the typical energy grows linearly with N). They are so large that other
configurations can be neglected, despite their great multiplicity. However,
since ψ is small these low density contributions add more or less coherently,
so there cannot be any zeros of the partition function. We are assuming
that the typical energy NE is well focused, but of course for sufficiently
large r it is focused exactly at the ground state energy, so this is reasonable.

Let us assume further that the configurations corresponding to high
string density have a typical energy N(E −E′), say. Again it is reasonable
that a typical energy, if it exists, will depend linearly on N , but here the
energy possibilities are unlikely to be well focused. We assume that they can
at least be represented by the typical figure. This assumption is less easy to
justify, but can be tested ‘experimentally’, as we will see. The high string
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configurations then add fairly coherently within themselves, but provided

ψ ∼ ((2n+ 1)π/NE′)

(n integer) they tend to cancel with the low string contributions. Of course
at low temperatures they are a negligable effect. But as the temperature
is increased their great entropy may cause their contribution to become
comparable with the low string terms. At this stage Z = 0 for all integer
n. Note that as N → ∞ the zeros approach the real axis, and finite line
density.

In the (4,3,1,0) model, for example (see table 11.1), overlapping strings
are energetically penalised (the energy cost for two strings on the same bond
is greater than that for two on different bonds). It is thus plausible that
single string loops would become significant first, and drive this transition
on their own. As the temperature is increased further, vortex/antivortex
pairs would become significant, and the burgeoning contribution, through
very high entropy, of pairs with divergent pair separation would eventu-
ally drive another transition to an even more disordered state. The zeros
argument is the same as before (but in a different energetic regime).

Contrastingly, in the Potts models for instance, the energy penalty for
multi-string loops is the same as for single string loops, so these high entropy
objects would become significant at the first transition, and completely
swamp the effect of the arrival of unbound vortices. That is, with energy
and entropy in their favour, the multistring loops would provide a massive
coherent contribution to the partition function which could not be cancelled
by any less energetically favourable phenomenon.

Note, this is not only a physical argument for two phase transitions in
some models. It simultaneously and inextricably suggests a richer structure
of zeros of the partition function approaching the real axis than that exhib-
ited by the Potts models (above). This prediction can be tested directly.

It also gives qualitative information about the sensitivity to energy as-
signment. The significance of vortices in this picture depends on the re-
lationship between these energies. For example, the Z5 (3,1,0) model (see
table 11.1) requires less energy to have two strings together than separated.
Thus multi-string loops are favoured over vortices, suggesting a Potts like
structure. The borderline between two and three phase models should oc-
cur in models requiring roughly equal amounts of energy for separate or
overlapping strings (e.g. (2,1,0) - see table 11.1). This can also be tested
by examining the zero distributions.

In the following figures we plot the zero distributions in exp(−β) for a
few key cases. The models involved are given in table 11.1. The exact com-
putation of the partition functions is again made possible only by making
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figure Q interaction lattice transitions
energies size expected

11.3 5 (1,0,0) 7x9 1
11.4 5 (3,1,0) 6x7 1
11.5 5 (2,1,0) 7x9 1 or 2
11.6 5 (3,2,0) 6x7 2
11.7 6 (2,1,1,0) 6x7 1
11.8 6 (3,2,1,0) 6x7 1 or 2
11.9 6 (4,3,1,0) 6x7 2

Table 11.1: Collated figure details.

full use of the spatial symmetries and irreducible algebraic content of the
models.

æ
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Figure 11.3: Zeros in e−β for the 7× 9 lattice χ = (1, 0, 0) 5-state model.
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Figure 11.4: Zeros in e−β for the 6× 7 lattice χ = (3, 1, 0) 5-state model.



11.4. ENERGY, ENTROPY AND COMBINATORICS 309

Figure 11.5: Zeros in e−β for the 6× 7 lattice χ = (2, 1, 0) 5-state model.
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Figure 11.6: Zeros in e−β for the 6× 7 lattice χ = (3, 2, 0) 5-state model.
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Figure 11.7: Zeros in e−β for the 6× 7 lattice χ = (2, 1, 1, 0) 6-state model.
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Figure 11.8: Zeros in e−β for the 6× 7 lattice χ = (3, 2, 1, 0) 6-state model.
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Figure 11.9: Zeros in e−β for the 6× 7 lattice χ = (4, 3, 1, 0) 6-state model.
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Chapter 12

Vertex models and related
algebras

In this chapter we look at the class of statistical mechanical models whose
variables reside on the bonds of a square lattice, and whose interactions
depend on the 4 such variables incident at a site.

Within this framework exist a rich variety of models and associated
algebras. The vertex models are, in particular, the statistical mechanical
source of the R-matrix solutions to the Yang-Baxter equations. Using them
we will be able to show how to determine the order of Potts phase transi-
tions, and to generalise the algebras discussed so far in various intriguing
directions.

One facet of the algebraic formulation of statistical mechanics is that
we can turn it on its head and derive a model from an algebra. The key
step is finding a representation of the algebra whose basis vectors may be
interpreted as configuration states for the model...

12.1 Homogeneous 6 vertex model

12.1.1 Vertex algebras

For γ a complex number, x = eγ , and k a positive integer consider the
algebra Vk(e

γ) defined by the generators {ti; i = 1, 2, .., k} and relations

(ti − 1)(ti + 1)(ti − eγ) = 0 (12.1)

titi+1ti = ti+1titi+1 (12.2)

titi+j = ti+jti j 6= 1. (12.3)

315
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As a quotient algebra of the braid group algebra this is a simple generalisa-
tion of the Hecke algebra Hk(e

γ/2). There are surjective homomorphisms
from Vk(e

γ) both to Hk(e
γ/2), by the quotient relation

(ti + 1)(ti − eγ) = 0,

and to the symmetric group algebra Sk+1, by the quotient relation

(ti − 1)(ti + 1) = 0.

Note from equation 12.1 that when x = 1 these become the same iso-
morphism.

For all x 6= 1 the algebra Vk(x) has a subalgebra generated by elements

Ui =
(ti + 1)(ti − x)

1− x

which obey the usual Hk(1) relations.
We have the following reducible representations of Vk(x). For each

positive integer N define a representation on ⊗k+1VN by the action of
ti on an arbitrary basis vector

v = v1 ⊗ v2 ⊗ ...⊗ vk+1 (12.4)

as follows:
ti v = x v if vi = vi+1

and

ti v = v1 ⊗ v2 ⊗ ...⊗ vi+1 ⊗ vi ⊗ ...⊗ vk+1 if vi 6= vi+1.

Now 2Vk(x) is the quotient algebra of Vk(x) obtained by adding in the
relations

tit
2
i+1 + t2i+1ti = (x2 + 1)ti + x(t2i − 1)− 2titi+1ti

+2x(titi+1 + ti+1ti − x(ti + ti+1) + t2i+1)

and similarly with i↔ i+ 1.
Note that in the case x = 1, with the first relation (12.1) being replaced

by t2i = 1, the other relations reduce to those defining the Temperley-Lieb
algebra Tk(1), so 2Vk(1) ∼= Tk(1).

For x 6= 1 the algebra 2Vk(x) has a subalgebra generated by elements

Ui =
(ti + 1)(ti − x)

1− x
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which obey the usual Tk(1) relations (c.f. a specialisation of the Birman-
Wenzl algebra, Birman and Wenzl 1988).

As in the Temperley-Lieb case the algebra 2Vk(x) has an exceptional
structure for certain values of x, the most striking of which is the case
x = 1, as will be further illustrated by the representation below. The
generic algebra 2V2(x) is a 10 dimensional multimatrix algebra with struc-
ture M3(C) ⊕ C.

The primitive idempotents of 2V2(x) (for x 6= ±1) are

e0 = 1− f1 − f2 + f1f2
e1 = f1 − f1f2
e2 = f2 − f1f2
e3 = f1f2

where

fi =
t2i − x2
1− x2 ,

and e0 is central.

By taking N = 2 in equation 12.4 we find that the algebra 2Vk(x) has
the following reducible representation:

ti = 12 ⊗ 12 ⊗ ...⊗







x 0 0 0
0 0 1 0
0 1 0 0
0 0 0 x






⊗ ...⊗ 12,

where ti ∈ End(⊗k+1V2), and the R-matrix is in the ith position in the
tensor product. The generic irreducible content of this representation in
the case k = 2 is 2S1⊕ 2S3. In the case 2V2(1) this breaks up further, with
S3 replaced by S2 ⊕ S1.

12.1.2 Deriving a model

The algebra 2Vk(x) provides a solution to the star-triangle relations

Ri(u)Ri+1(u+ u′)Ri(u
′) = Ri+1(u

′)Ri(u+ u′)Ri+1(u)

of the form

Ri(u) = a(u)1 + b(u)ti + c(u)t2i
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where a, b, c are scalar functions of the parameter u. Specifically, the rela-
tions are satisfied provided

c(u) = sinh(u+g)−sinh(u)x−sinh(g)
x2−1

a(u) = sinh(g)− c(u)

b(u) = sinh(u)

where g is to be regarded as a constant. Note that these ‘weights’ can only
be made well defined at x = ±1 if g = γ.

Incidentally, these special cases of x which keep croping up can be used
to characterise the boundaries of the analytically disjoint sectors of the
free energy, and hence the phase structure, in the resultant statistical me-
chanical model. This connection between algebraic structure and phase
structure, also observed in the Potts models, seems in fact to run through
statistical mechanics (see also Baxter 1982).

As usual, the solutions to the fixed point equation u = u′ = u + u′,
which are u = 0 and, formally, u =∞, correspond to the two special limits
of the R-matrix, i.e. the trivial limit Ri(0) ∝ 1 and, in the case g = γ, the
braid limit

lim
u→∞

Ri(u)

sinh(u)
→ ti.

Let us define weights

W = sinh(u + g)

X = sinh(g)

and

Y = sinh(u).

For notational convenience in this section, if F = F (u, g) (e.g. F ∈
{W,X, Y }) then we write F ′ = F (u′, g) and F ′′ = F (u − u′, g) and F− =
F (u,−g).

The single interaction partition vector, arranged as a transfer matrix,
obtained by the adjoint construction (see chapter 3) from the representation
of 2Vk(x) above, is then

R(ik,lj)(u) =







W 0 0 0
0 X Y 0
0 Y X 0
0 0 0 W






.
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Figure 12.1: The single interaction partition vector R(ik,lj)(u).

Since the index pairs ik and lj each correspond to basis states in V2 ⊗
V2, each pair may be thought of as configurations of two adjacent bond
variables, each variable taking values from V2.

It is traditional to interpret the 16 possible configurations at the inter-
action as arrow coverings of the 4 bonds incident at a vertex of the square
lattice (see figure 12.1). The non-vanishing weights are then associated
with the configurations in which the number of outgoing and incoming ar-
rows is equal. Since only 6 interaction weights are non-vanishing we call this
a 6 vertex model. The examples shown in the figure are R(↓↓,↓↓)(u) = W ,
R(↑↓,↑↓)(u) = X and R(↓↑,↑↓)(u) = Y .

Note that the weight to configuration assignments are orientation de-
pendent. By convention the orientation is given by consistent positioning
of the parameter in the diagram.

Physically the resultant model has some disturbing features for certain
values of the parameters (see Baxter 1982), but we will persevere with it,
as it still provides a medium for illustrating some useful points.

12.1.3 On solving the model

This model facilitates the illustration of an approach to the star-triangle
relation different to that pursued in chapter 3. We will consider an N site
row to row transfer matrix, with periodic boundary conditions at the ends
of the layer, but we build this directly out of transfer matrices with given
boundary conditions at the ends of the layer.

This differs from the approach in chapter 2, where we could only keep
boundary information at the ends of the layer by introducing redundancy.
In order to do so here we will reorient our local transfer matrices in the
layer,

(tij(u))kl = R(ik,lj)(u) (12.5)
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Figure 12.2: The single layer partition vector Tii′(u).

so that i, j relate to bond variables within the layer and only k, l are kept as
conventional incoming and outgoing transfer matrix boundary information.
We then have the layer transfer matrix

(Tii′(u))k1k2..kN ,l1l2..lN

=
∑

j,m,n,..,p=1,2

(tij(u))k1l1(tjm(u))k2l2(tmn(u))k3l3 ...(tpi′(u))kN lN

- see figure 12.2. We can then write a periodic transfer matrix,

T =
∑

i∈V2

Tii(u) ∈ End(⊗NV2)

without the complications introduced in chapter 2. The price we pay for
this here is that the rearrangement 12.5 obfuscates the beautiful algebraic
structure. The advantage of it is that T (u) and T (u′) commute, so the
eigenvectors of T (u) cannot depend on u.

To show how to determine the eigenvectors let us consider the transfer
matrix in the case where the bonds at the ends of the layer (labelled i and
i′ above) are explicit boundary information. We write it in the form

Tii′(u) =

(
A B
C D

)

(12.6)
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Figure 12.3: Commuting transfer matrices. Repeated use of the star-
triangle relations takes the left hand diagram to the right hand diagram.
Note that u′′ = u− u′.

where the four sub-blocks are the transfer matrices with given end con-
figurations, i.e. with i not necessarily equal to i′. It follows from the
star-triangle relations that we have

R(ik,lj)(u− u′)Tlm(u)Tjn(u
′) = Tir(u

′)Tks(u)R(rs,mn)(u− u′)

as illustrated by figure 12.3.
This in turn implies some partial commutation relations among the sub-

blocks of equation 12.6. Most usefully we have

AB′ = (W ′′/Y ′′)B′A+ (X/Y ′′)BA′,

BB′ = B′B

and
DB′ = (W ′′

−/Y
′′)B′D − (X/Y ′′)BD′.

These relations can be used to determine the eigenvectors, and hence the
free energy of the model in the thermodynamic limit, i.e. the largest eigen-
value of T = A+D, and other eigenvalues of the transfer matrix.
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To see this, we introduce the basis states

v0 = ⊗N
(

1
0

)

and

vi =

[

⊗i−1

(
1
0

)]

⊗
(

0
1

)

⊗
[

⊗N−i
(

1
0

)]

.

Note that
Av0 =WNv0

Cv0 = 0

and
Dv0 = Y Nv0.

Now for integer r define w = exp(2πir/N) and

u′ =
1

2
ln(e−g − weg − w).

so that
sinh(u′ + g) = w sinh(u′). (12.7)

We then find that
B′v0 = B(u′)v0

is also an eigenvector of A+D for any integer r, since

(A+D)B′v0 = (WN (W ′′/Y ′′) + Y N (W ′′
−/Y

′′))B′v0
−[(X ′′/Y ′′)((W ′)N − (Y ′)N )]Bv0

where the factor in square brackets vanishes by equation 12.7.
This result is a manifestation of translation invariance. The action of

B′ on v0 is to generate running wave states, that is superpositions of states
with one spin flipped (and ‘momentum’ r). This is because B = T12, and
every summand in T12 has one more (direct product) factor of the form
t12 than of the form t21. Any factor t21 anihilates the ‘vacuum’ state v0,
so the surviving terms have exactly one t12 each. This is, up to an overall
factor, a spin flip operator on the appropriate sub-basis vector. Altogether
we have

B′v0 = X ′(Y ′)N (W ′)−1
N∑

i=1

(
W ′

Y ′

)i

vi

The largest of the eigenvalues in this sector comes from the translation
invariant eigenvector, i.e. (W ′/Y ′) = w = 1, r = 0.
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Similarly, there exist vectors B1B2v0 = B(u1)B(u2)v0, with u1, u2 given
by similar conditions, which are eigenvectors with

(A+D)B1B2v0 =

(

WN
2∏

i=1

(W ′′
i /Y

′′
i ) + Y N

2∏

i=1

(W ′′
−i/Y

′′
i )

)

B1B2v0.

Eventually, making repeated use of the partial commutation relations
above, it is possible to determine various choices for n-tuples of complex
numbers u1, u2, ..un such that

v(u1, u2, .., un) = B(u1)B(u2)..B(un)v0

is an eigenvector of A+D (for another way of motivating this Bethe ansatz
approach, and for further details, see Baxter 1982 or De Vega 1989).

On dual models

Duality transformation of a model can be split up into two operations: One
in which the variables and interaction simplices are dualised in a geomet-
rical sense, and another in which the interactions themselves are trans-
formed. Conventional statistical mechanical duality determines both these
steps (Savit 1980). As a rule, little can be learned from the dual model
that is not implicit in the original one. Sometimes, however, we find that
the configuration space of a dual model lends itself to a new representation
of the associated algebra which reveals new information. The ABF model
is a case in point (Andrews, Baxter and Forrester 1984). The dual model
for the 6 vertex model is a similar face model.

12.2 Asymmetric 6 vertex models

The boundary conditions on a 6 vertex model are said to be charge free
if the number of vertices which are sinks for horizontal arrows (and hence
sources for vertical ones) is equal to the number which are sources for hor-
izontal arrows. In the case of non-skew torroidal boundary conditions this
conservation law holds on every horizontal and vertical line. This means
that the partition function and transfer matrix are invariant under a trans-
formation of the weights X on these two types of vertex which preserves
their geometric mean. Let us write X5 and X6 for the distinguished hori-
zontal source and sink weights respectively, then the partition function is
not changed by changing these weights, provided X5X6 = XX .

Recall that the original weights areW,X, Y = sinh(u+g), sinh(g), sinh(u).



324 CHAPTER 12. VERTEX MODELS AND RELATED ALGEBRAS

The new R-matrix is

R(ik,lj)(u) =







W
X5 Y
Y X6

W







This is certainly not a similarity transformation, since it has changed the
trace. We must check the star-triangle relations from scratch. Let us con-
sider a more general question, namely, supposing the existence of a braid
limit R-matrix of the form

R(∞) =







x
β 1
1 α

x







what conditions does the braid relation place on α, β? The answer is read-
ily obtained by direct calculation: either both α and β vanish (as in sec-
tion 12.1) or one vanishes and the other is x − x−1. In the latter case the
braid generator obeys a quadratic local relation and the algebra generated
is the Temperley-Lieb algebra. In fact the representation of the Temperley-
Lieb algebra we get is the defining representation discussed in chapter 9.

The former case corresponds to the homogeneous 6 vertex model, the
latter to an asymmetric homogeneous model in which the weights X5 and
X6 obey the relation

X5 −X6

Y
= (x− x−1).

Now note that putting g = γ then

(WW + Y Y −X5X6)/2WY = − cosh(g).

Combining these results and parameterising in terms ofW,Y and x instead
of u, Y and g we find that X5 =W +xY and X6 =W +x−1Y . Using these
weights instead of the original ones we change the braid limit algebra, but
the star-triangle relation, the transfer matrix, and the partition function
are preserved (in the absence of boundary charges).

Perhaps the most useful calculation which may be performed by apply-
ing these properties is to compute the spontaneous staggered polarization,
which is the difference between the probability of a single site being in
configuration 5 and being in configuration 6. In fact this is a complicated
calculation, fraught with technical dangers and requiring more space than
is available here. We refer the reader to Baxter’s original (1973) paper.
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For our purposes it will be quite useful to have the result, however. The
spontaneous staggered polarization is given up to sign by

p(5)− p(6) = ±
∞∏

n=1

(
1− q2n
1 + q2n

)2 (12.8)

for Q > 4; and is zero for Q ≤ 4.

12.2.1 Inhomogeneous 6 vertex models

The inhomogeneous 6 vertex model is obtained by assigning different values
to the parameters W and Y depending on whether a vertex is on the odd
or even sublattice.

Note that renormalising all the weights on the even (or odd) sublattice
by the same factor just produces an overall factor in the transfer matrix or
the partition function. For example, renormalising on the odd sublattice
by (1/Yo), and the even by (1/We) we obtain

odd :Wo/Yo, 1,Wo/Yo + x±1

even : 1, Ye/We, 1 + x±1Ye/We.

If Wo/Yo = We/Ye these weights are the same up to an overall factor,
and we effectively have a homogeneous model again.

12.2.2 Equivalence with the Potts model

In general, as we have seen, the algebra associated to the asymmetric models
is the Temperley-Lieb algebra. Furthermore, the transfer matrix has the
same operator expression as that of the Potts model (the Potts coupling
parameter v = exp(β) − 1 is replaced by v =

√
Q(W/Y )). Thus, in as far

as the representations of the algebra obtained from the transfer matrices
in each case both contain a given irreducible representation, the eigenvalue
spectra overlap.

We discussed this point in chapter 9. The vertex model representation
contains every possible irreducible representation, and hence its spectrum
contains that of the Potts model (ignoring degeneracy).

It further follows from the discussion in chapter 6 and the definitions
of the representations that, for a realistic set of boundary conditions the
free energies of the two models are the same. Here, and in general, the key
question is one of interpretation, that is to say: to what physical observable
does each subsequent spectral gap correspond ?
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The question is somewhat academic, given that neither model has been
solved. However, the homogeneous limit of the vertex model, which corre-
sponds to the critical Potts model, does provide some vital information. We
will show how it can be used to demonstrate that the Potts phase transition
is first order for Q > 4 and second order for Q = 2, 3, 4.

The Potts phase transitions

The free energy of the critical Potts model can be given as a function of Q
and the coupling parameter in a single direction, since the parameter in the
perpendicular direction is determined by the condition that the model is
critical. The result in itself is not very revealing. Except in as much as the
form is different for 0 < Q < 4 andQ > 4, the information content is limited
by the fact that we cannot examine the response to small perturbations
away from the critical line. The result is given in Baxter 1982.

Much more usefully, we can calculate the internal energy at the critical
temperature. In a model with a first order phase transition this result must
be ambiguous, since it depends on the direction from which the critical point
was approached. At a second order transition it must be unique. Thus the
order of transition can be determined even without knowing anything exact
about off critical values. The first question is: how is the Potts internal
energy information stored in the vertex model picture?

Here, for the sake of simplicity, we will only consider the isotropic case
(and introduce an overall coupling variable x = vo/

√
Q = ve/

√
Q). The

internal energy per site for an N site Potts model may then be written

U = (1/N)
∂x

∂β

∂

∂x
ln(ZN ).

Recall that vi = exp(βi)− 1 and take βo = βe = β.

We can write the partition function ZN (x) in its vertex model form as

ZN = QN/2
∑

{bond}
xa

′+bq−d+c(x+ q)c
′+d(x+ 1/q)c+d

′

where the sum is over vertex model bond variable configurations; a′ is the
total number of vertices in configurations 1 and 2 on the even sublattice; b is
the total number of vertices in configurations 3 and 4 on the odd sublattice;
c (respectively c′) is the total number in configuration 5 on the odd (even)
sublattice; and d (d′) the total number in 6 on the odd (even) sublattice.
Note that we have neglected any boundary details, so this result will only
be meaningful once we have contrived a thermodynamic limit.
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We hence obtain the internal energy per site

U = (1/N)(x+Q−1/2)(
< a′ + b >

x
+
< c+ d′ >

x+ 1/q
+
< d+ c′ >

q + x
).

Now we can take the thermodynamic limit by removing the factor 1/N and
reinterpreting each expectation value as that of a single vertex being in one
of the given configurations. The problem is that, in general, we cannot
evaluate the expectation values in the limit. An exceptional case is x = 1
where homogeneity of the vertex model version is restored. We will now
consider this case.

Note that, although the symmetries of the homogeneous vertex model
under interchange of sublattices and under global bond variable reversal
may be spontaneously broken, the composite of the the two transformations
does leave the model ground state unchanged. This means that we can
express all the even lattice expectation values in terms of juxtaposed odd
lattice expectation values. We can then rewrite the x = 1 result as

U = (1 +Q−1/2)(< a+ b+ c+ d > + < c− d > (q − 1)/(q + 1))

where < a+b+c+d >=< 1 >= 1 and < c−d > has a sign ambiguity when
it is non-zero. This quantity is the spontaneous staggered polarization of
the vertex model. So, the question of the Potts phase transition does indeed
come down to a question about the homogeneous vertex model! Applying
equation 12.8 (with < c− d >= p(5)− p(6)) we see that the Q > 4 result
is finite, and Q ≤ 4 gives zero. This latter result ensures a second order
phase transition for Q = 2, 3. Note that the internal energy is unique in
any case for Q = 4 since this corresponds to q = 1.

Now let us consider Q > 4, and the situation in which x is slightly
larger than one. By comparing the product of (inhomogeneous) weights
for an odd vertex in configuration 5 and an even vertex in configuration 6
with the product of weights for a complimentary pair we find that, in this
situation, the former pair is prefered. If x is slightly less then one then the
preference is reversed. Thus the inhomogeneous vertex model expectation
value < c− d > is positive when approaching the critical temperature from
above and negative from below. This establishes the claimed result, Q > 4
has a first order phase transition.

12.3 Homogeneous ZN vertex models

We can generalise the homogeneous 6 vertex model by allowing each bond
variable to take N ∈ Z+ different values. The N2 dimensional matrix of



328 CHAPTER 12. VERTEX MODELS AND RELATED ALGEBRAS

interactions can then be filled in in various ways consistent with the star
triangle relations. We will mention a couple of the more interesting ones,
although they do not appear to have any direct relevance to the Potts
models.

Vertex algebra cases

Here three different weightsW,X, Y are assigned, depending on whether all
bonds at a vertex are the same, i.e. R(bb,bb) =W ; or different, R(ba,ba) = X ;
R(ba,ab) = Y (a 6= b : a, b ∈ 1, 2, .., N), with all other weights zero. These
are 2N2 −N vertex models.

For each N the corresponding algebra NVk(x) (i.e. the algebra with
generators defined by the braid limit of this model) obeys the same local,
braid and commutation relations as Vk(x), but there are additional rela-
tions. The algebra associated with N = N1 is a quotient of the algebra
associated with N = N2 if N2 > N1. In each case the x = 1 limit reduces
to the corresponding quotient of the q = 1 Hecke algebra Hk(1), i.e. the
group algebra of the symmetric group Sk+1 restricted to tableau with at
most N rows.

These models are all amenable to generalisations of the Star-triangle/
Bethe ansatz technique (see De Vega 1989) and most other remarks in the
preceding sections of this chapter have an echo here. A notable exception
is the corresponding generalisation of critical Potts models.

Asymmetric ZN vertex models are based on the Hecke algebra (see
chapter 9, Date et al 1987 and references therein).

Higher spin cases

In the so called higher spin cases the bond variables take values from,
for example, −N to N in integer steps, where N may be integer of half
integer (N = 1/2 is the 6 vertex model case). The interactions associated
with solutions of the Yang-Baxter equations require many different weights.
They may be calculated directly by a cabling procedure (so called because
of its interpretation at the level of braids, see chapter 13 and e.g. Wadati,
Yamada and Deguchi 1989 and references therein).

æ



Chapter 13

Braids and cables

In this chapter we show how to determine the structure of algebras obtained
by cabling quotients of the braid group algebra. In addition to providing
solvable models (see e.g. Date et al 1988), the cabling morphisms may be
seen as the algebraic incarnation of block spin transformations.

13.1 Introduction

Recall that the braid group on n strings Bn may be defined by the gener-
ators {gi, g−1

i ; i = 1, 2, .., n− 1} and relations

gig
−1
i = 1

gigi+1gi = gi+1gigi+1

gigi+j = gi+jgi (j 6= ±1).
We also use Bn to denote the associated group algebra.

From chapter 5 we have

Bm ⊂ Bm+n

realised by

gi 7→ g
(j)
i

for any 0 ≤ j ≤ n, and
Bn ⊗Bm ⊂ Bn+m

realized, for example, by
gi ⊗ 1 7→ gi

329
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1⊗ gi 7→ g
(n)
i .

Suppose that m consecutive strings (as they occur along the top of a
braid) may be removed from the plane either from over or underneath the
box containing the braid, without cutting any string (a necessary condition
is that they be consecutive at the bottom). Then these strings define an
element of Bm in a natural way. We may highlight such an occurence of
b ∈ Bm as a removable subdiagram of a ∈ Bn+m (say) by replacing the
subdiagram with a labelled ‘ribbon’ covering the appropriate positions

❅
❅
❅❅

❅
❅
❅❅✄✂ �✁
✄✂ �✁

b

For example, for gi ∈ Bn and b ∈ Bm define gi.b ∈ Bnm by

gi.b 7→ ✄✂ �✁ ✄✂ �✁
✄✂ �✁ ✄✂ �✁

✄✂ �✁
✄✂ �✁

�
�
��

❅
❅
❅❅

❅
❅
❅❅

���
�✄✂ �✁ ✄✂ �✁
✄✂ �✁ ✄✂ �✁

b b b b b

We then define an injection

Bn ⊗Bm ⊂ Bnm

by

gi ⊗ b 7→ gi.b.

For m ∈ Z+ and e an idempotent in Bm we have the cabling morphism

Bn
e→ Bnm

defined by

e : gi 7→ gi.e,

that is

e :

��

❅
❅
❅❅

�� 7→
�
�
��

❅
❅
❅❅

❅
❅
❅❅

���
�✄✂ �✁ ✄✂ �✁
✄✂ �✁ ✄✂ �✁
e e
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13.1.1 Cabling quotients of Bn

Let e be an idempotent in Bm and Anm−1 be a quotient algebra of Bnm
with quotient relations ∼∗

Bnm
∼∗→ Anm−1

so that
gi 7→ gi

and
e 7→ ǫ

(for example, Bnm → Hnm−1(q) - by convention the index on quotient
algebras refers to the number of generators, not the number of strings).
Then for ∼ some equivalence relation on Bn, such that quotienting

Bn
∼→ eAn−1

gi 7→ gi

we have the morphism of quotient algebras from

Bn
e→ Bnm

∼↓ ↓∼∗
eAn−1

e→ Anm−1

defined by
gi 7→ gi.ǫ.

The question here is, given ∼∗ and e, what is the equivalence relation ∼?
In other words, what is the algebra eAn−1?

This is quite an important question since, particularly if eAn−1
∼= An−1,

this morphism can be closely linked with the idea of scale invariance at the
critical point of the associated statistical mechanical models (see chapters 1
and 3).

13.2 Cabling Temperley-Lieb algebras

Here we only have space to look at an illustrative example (see also Mu-
rakami 1989, Wadati et al 1989 and references therein). We will take the
case relevant to the Potts model, i.e. cabling Temperley-Lieb algebras,
Anm−1 = Tnm−1(q). To proceed the reader will need to have first covered
chapter 6 (particularly boundary diagrams). A considerable degree of gen-
eralisation of this example will be straightforward for the interested reader,
using chapter 9.
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Let us start by considering a specific morphism of the type indicated
above. In the case m = 2 we have

g1.1 = t2t1t3t2 = (1 − qU2)(1− qU1)(1 − qU3)(1− qU2),

and two choices for ǫ, that is

ǫ1 = (1− Ui/
√

Q); ǫ2 = Ui/
√

Q.

Let us consider the former. We see by direct computation that with I = 1.ǫ1
then

g1.ǫ1 = I − (q + q3)IU2I + q4IU2U1U3U2I

since all the other terms in the expansion are killed off by I.
The question is: what is the algebra e1Tn−1(q) generated by g.ǫ1 and

Gn.ǫ1 (and inverses)? Since it is automatically a quotient algebra of the
group algebra of the braid group, the simplest questions to answer are:
what is the local relation and what is the structure of the algebra?

Let us consider the generically isomorphic algebra generated by

I, IU2I, IU2U3U1U2I

and translations. We can easily figure out the structure of this algebra
by looking at the boundary diagram representation of the Temperley-Lieb
algebra, and the effect of the above operators on the concommitant bases,
introduced in chapter 6.

A convenient basis for Tk(q)

Let us briefly review these ideas. Words in Tk(q) are in one-to-one corre-
spondence with the set of possible connections of 2 parallel rows of k + 1
nodes (‘top’ and ‘bottom’) by k + 1 non-intersecting lines. The idea of
composition by abutting such diagrams and discarding the identified nodes
leads, given a factor of

√
Q for each closed loop, to an algebra isomor-

phism (rather as in the braid diagrams, but with no crossing rather than
no doubling back). At the same time, such diagrams are in one-to-one
correspondence with pairs of sequences of k+1 numbers, obtained by num-
bering each line in the diagram distinctly from 1 to k + 1 so that the first
occurence of i < j preceeds the first j on reading the nodes from left to
right top, then left to right bottom.

Thus a generator Ui ∈ Tk(q) may be represented by the pair

Ui 7→ (1234... i i i+ 1...k, 1234...i′ i′ i+ 1...k)
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1
11 12

112 123
122

1122 1123 1234
1221 1223

1233
11223 11234 12345
12213 12234
11233 12334
12233 12344
12332

112233 112234 112345 123456
122133 122134 122345
112332 112334 123345
122331 122334 123445
123321 123324 123455

112344
122344
123344
123443

1122334 1122345 1123456 1234567
1221334 1221345 1223456
1123324 1123345 1233456
1223314 1223345 1234456
1233214 1233245 1234556
1122344 1123445 1234566
1221344 1223445
1123344 1233445
1223344 1234435
1233244 1123455
1123443 1223455
1223443 1233455
1233442 1234455
1234432 1234554

Table 13.1: Bratelli/basis diagram for Tk(q) (k = 0, 1, .., 6).
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where i′ = k + 1. Composition of generators UiUj is, for example

(12334, 12554)(11234, 55234) = (11223, 44553)

It follows that the set of sequences for the top line of nodes with given
maximum number occuring form a basis for a left Tk(q) module (with the
action implied above), on quotienting by all lower maximum number cases.

The basis states are the set of all left halves of pairs. Accordingly, the
action of a generator on a basis state is, for example

(12334, 12554)(11223) =
√

Q(11223)

and, because of the quotient

(12334, 12554)(11234) = (11223) = 0.

The basis vectors for the first few cases are given, in the boundary line
numbering notation (which is also discussed in chapter 6), in table 13.1.
Each subcolumn of sequences is the complete list of basis vectors for a
given module.

Let us define two types of moves for changing a boundary line numbering
sequence of k numbers into a sequence of k+1 numbers. Move A is to add
the next lowest positive integer which does not appear in the sequence;
Move B is to add another copy of the highest number which occurs exactly
once in the sequence, or to return ∅ if there is no such number.

Let us define Mi as the set of states in the ith row, and Mij as the
subcolumn of states in the ith row and jth column of the table (note that
each row has alternate columns empty). We write AMij for the subset of
Mi+1 obtained by acting with move A on every element of Mij .

It follows from the definitions that the list of basis vectors for a given
module is obtained by first applying move A to the list of states from the
immediately above left position, and then applying move B to the list of
states from the immediately above right position:

Mi+1 j = AMij−1 +BMij+1.

Note that this procedure involves no duplication of states, and that each
possible state occurs.

A basis for the subalgebra

In general, let us denote the subalgebra obtained by using an idempotent
associated with the module in the (m + 2 − j)th column of the Bratelli
diagram, at the Tm−1(q) level, by

emj Tk−1(q) ⊂ Tmk−1(q).
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12

1221 1223 1234

122331 122134 122345 123456
122334 123445
123443

12213443 12233145 12213456 12234567 12345678
12233441 12213445 12233456 12344567
12344321 12233445 12344356 12345667

12344325 12234556
12234554 12344556
12344553 12345665

Table 13.2: Bratelli/basis diagram for e21Tk−1(q) ⊂ T2k−1(q) .

Now with m = 2 the subalgebra we want is only defined for odd numbers of
generators in the original algebra. Using the central primitive idempotent
(j = 1), then for k = 1 it is generated by the identity; for k = 2 it is
generated by elements of the form IWI where W ∈ {1, U2, U2U3U1U2}; for
k = 3 it is generated by IWI with

W ∈ {1, U2, U4, U2U3U1U2, U4U3U5U4};

and so on.
Suppose V is the left T2k−1(q) module associated to the states in Mkj .

Then IV is a left e21Tk−1(q) module. On the other hand, the subset of
T2k−1(q) basis vectors obtained by taking the top halves of the pairs for
all words generated by the words W is the set which have no adjacent pair
of numbers from an odd postion to an even position the same. These are
precisely the states which are not sent to zero by the action of I. These
states may thus be used to form bases for (generically simple) representa-
tions of the subalgebra (where the presence of the I is to be understood in
determining the action). The first few of these states are given in table 13.2.

In the partition basis notation of chapter 8 these states correspond to
the set which have no singleton in the first team.

The iterative procedure for generating a new row of basis vectors here
is as follows:

First take the set of states from the immediate above left position and
modify each one by adding another copy of the highest once occuring num-
ber (if there is one), this step is then repeated; next take the set of states
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from the immediate above position and modify each one by adding the
highest once occuring number again, and then the the lowest possible new
number; then take the set of states from the immediate above right position
and modify each one by adding the lowest new number, and then repeating
this step.

In our notation this is first

M1 =M12 = {(12)},

then

Mi+1 j = AAMij−1 +ABMij +BBMij+1 j > 0.

Note from chapter 5 that this implies that the dimensions of the vector
space bases coincide with the multiplicities of irreducible representations in
the decomposition of ⊗klm−1 where lm−1 is the irreducible representation
of SU(2) on Vm.

This correspondence immediately generalises to all m (this was spotted
by Westbury). Let us introduce p = 1, 2 for m = even, odd and x =
(m+ p+ 1)/2. Then the general form for the iteration is

M1 =M1x = {(12...m)}

and

Mi+1 j =

m/2
∑

J=−m/2
A−J+m/2BJ+m/2Mi j+pJ j > 0

where the sum is incremented in integer steps as usual.
Explicitly, the generators for m = 3, k = 2, for example, are IWI with

W ∈ {U3, U3U2U4U3, U3U2U4U1U3U5U2U4U3}, and G3.ǫ. The generalisa-
tion is then obvious.

Since

Tk(q) = EndUqSU(2)(⊗k+1V2)

then central idempotents in Tk(q) also give idempotents in the appropriate
quotient of UqSU(2), and vice versa. In Tk(q) we constructed a primitive
central idempotent (out of primitive idempotents) for each simple module
(chapter 6). By a dimension counting argument we can identify each of the
primitive idempotents as a projector for a corresponding UqSU(2) submod-
ule of ⊗k+1V2. In particular, the central primitive idempotent of Tm−1(q),
call it ǫ1 (that is, Em+1 from chapter 6) acts by

ǫ1 (⊗mV2) = Vm+1
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as far as the UqSU(2) modules are concerned. That is, it picks out the
highest dimensional irreducible in the decomposition (which happens to be
non-degenerate). Altogether, then, this means that I = 1.ǫ1 ∈ Tmn−1(q)
acts by

1.ǫ1 (⊗mnV2) = ⊗nVm+1.

In other words

em1 Tmk−1(q) = EndUqSU(2)(⊗kVm+1).

We now see that our iteration rule matches the decomposition rule for
tensor products in SU(2) ∼= UqSU(2) for q not a root of unity.

We also see immediately that the generic structure of eTk−1(q) is not
the same as Tk−1(q). On the other hand, we know that the non-generic
cases will be much richer....

Before looking at this more closely, note that if we take an arbitrary
primitive idempotent instead of ǫ1, then the story is much the same. The
action of each idempotent associated with a given simple module Sj (there
are dim(Sj) of them) is more or less equivalent here. Each projects onto
one of the dim(Sj) isomorphic simple UqSU(2) modules in ⊗mV2:

ǫj (⊗mV2) = Vm+2−j .

All the algebras which can appear by varying the idempotent are thus
already covered by the central primitive idempotent for some lower m.

13.2.1 The local relation

To illustrate the special circumstances of the non-generic cases, consider
the calculation of the local relation or, equivalently, of the eigenvalues of
gi.ǫ.

It is sufficient to work with T2m−1(q). Regarding q as an indeterminate
we note from the basis iteration program that this will give m inequivalent
irreducible representations.

Let us increase the sophistication of our boundary diagram notation. We
will represent the central primitive idempotent of Tm−1(q) by (for example,
with m = 5)

Of course this idempotent is well defined in larger algebras, so that for
example
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✞☎✝✆
= 0

Note also that in Tk(q) we have

✞☎✝✆−q =

✂✂

✂✂❇
❇
❇❇

Then the m+1 1-dimensional em1 T1(q) modules are spanned, in the case
m = 4 for example, by the basis vectors

✂✁ ✂✁ ✂✁ ✂✁✡✠ ✡✠ ✡✠✖✕✖✕✣✢
where as usual we have thrown away the (mirror symmetric) bottom half
of each IWI diagram, as it remains unchanged; and where a quotient by
vectors to the right is to be understood, also as in conventional Temperley-
Lieb.

We must act with g1.ǫ1 on the top of each of these and see what happens!
To steamline things still further, we will represent any number of strings
which move parallel to each other by a single line with an index giving the
multiplicity. Every 1-dimensional space is then spanned by an object of the
form

✂✁x y

where y+x = m. We want to compute the first coefficient in the expansion

❏
❏
❏❏

❏
❏
❏❏✡✡

✡✡

✂✁
y x

=
∑m
z=y C

m
z ✂✁z

Note firstly that giUi = −q2Ui, that is

❇
❇
❇❇

✂✂

✂✂✝✆= −q2 ✝✆
and hence C1

1 = −q2. Then, for example, with x = 0, j = m − 1, we can
write
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❏
❏
❏
❏❏

❏
❏
❏
❏❏✡

✡ ✡✡

✡✡
✡
✡

✂ ✁✒ ✑

1 j

= −q2

❏
❏
❏❏

❏
❏
❏
❏❏✡

✡ ✡✡

✡✡
✡
✡✂ ✁

✒ ✑

1 j

= −q2

❏
❏

❏❏

❏
❏✡✡

✡
✡✡

✂ ✁

1 j

When the j line crosses the 1 line in the last picture the identity term in the
expansion of the braid allows a Ui to reach, and hence kill, the idempotent
ǫ. The only possibility is to take the −qUi term in the expansion of the
braid. Obviously this happens j times on each side, so altogether we have

= −q2(−tj)(−tj)

❏
❏
❏
❏❏
✡✡

✡
✡

✡✡

✂ ✁

✂ ✁1 j

= −q2(j+1)Cjj ✂ ✁✒ ✑
1 j

so that (using C1
1 = −q2) we have

Cmm = (−1)mqm(m+1).

Similarly, for the general case

❏
❏
❏
❏❏

❏
❏
❏
❏❏✡

✡ ✡✡

✡✡
✡
✡

✂ ✁

y j

= Cyy

❏
❏
❏❏

❏
❏
❏
❏❏✡

✡ ✡✡

✡✡
✡
✡✂ ✁

y j

= Cyy

❏
❏

❏❏

❏
❏✡✡

✡
✡✡

1 j

= Cyy (−qyj)(−qyj)

❏
❏
❏
❏❏
✡✡

✡
✡

✡✡

✂ ✁y j

= −q2(jy)Cyy ✂ ✁
y j

(where at the last stage we have used the quotient as well as the orthogo-
nality property of the idempotent) so that

Cj+yy = (−1)yqy(y+1)+2yj .
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Overall, we see that for q indeterminate the local relation is never
quadratic again, confirming that eTk−1(q) 6∼= Tk−1(q). On the other hand,
we see that when q is a root of unity then a lower order local relation may
occur, in which case the structure would also be different from the generic
case. A quadratic local relation in particular would restore the possibility
of eTk−1(q) ∼= Tk−1(q).

Before pursuing this, what about other choices for ǫ...?

13.2.2 Other idempotents

What happens to the local relation if we take I to be some other idempotent?
The only possibility for m = 2 is I ′ = 1.ǫ2 =

∏

i odd(Ui/
√
Q). In

this case we note that I ′ is a primitive idempotent for the whole algebra
Tmk−1(q), so

g(2) = (1 − 2(q + q3)/
√

Q+ q4 − 2(q + q3)
√

Q+ (5 +Q)q2)I ′ = I ′.

More generally, the idempotents are given, in the Temperley-Lieb case,
in chapter 6. We note that each equivalence class may be represented by
an idempotent of the form

✞☎✞☎✝✆✝✆1/Q

The subalgebra is thus generated by objects of the form

Q−4

❅
❅
❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅
❅
❅

❅
❅
❅
❅
❅
❅
❅
❅

❅

❅
❅
❅
❅
❅
❅
❅

❅
❅

❅
❅
❅
❅
❅
❅

❅
❅
❅

❅
❅
❅
❅
❅

❅
❅
❅
❅

❅
❅
❅
❅

❅
❅
❅
❅
❅

❅
❅
❅

❅
❅
❅
❅
❅
❅

�� �
�

�
��

�
�

�

�
�

��

�
�

�
�

�
�

�
��

���
�

�
��

�
�
�

�
�
��

�
�
�
�

�
�
�
��

✞☎✞☎✝✆✝✆ ✞☎✞☎✝✆✝✆

✞☎✞☎✝✆✝✆✞☎✞☎✝✆✝✆
Plugging our m = 2 example into this diagrammatic scheme the answer
comes out instantly! More generally, after contracting the closed loops
we have a situation essentially identical to that for the central primitive



13.2. CABLING TEMPERLEY-LIEB ALGEBRAS 341

idempotent at lower m obtained by ignoring the fixed cups and caps. The
basis states for these algebras are also isomorphic to those for the case
of the central primitive idempotent at lower m, noting that the apparent
difference in the action of the generators simply produces a factor of

√
Q

for each cup, which then cancels with the normalisation on the idempotent.
Altogether then,

emj Tk−1(q) ∼= eniTk−1(q)

provided that the ǫ1-like part of each idempotent has the same length.

Beraha q values

What happens when we apply this procedure to the Potts representation of
the Temperley-Lieb algebra in the Beraha (non-generic) cases? In the Ising
model, for example, we know that the idempotent E5 vanishes (as it does in
every unitarisable representation). This means we are not at liberty to use
I as a projector except in the case m = 2. More generally, there are various
tricks, in principle, for figuring out the structures of the special cases using
the diagrammatic techniques described above. This programme had not
been completed at time of going to press! The key question is, when does
the cabled version of an algebra simply correspond to a cruder resolution
in the same physical hierarchy of models?

Other source algebras

We give the list of primitive idempotents in the other quotients of the Hecke
algebra,NHk(q), in chapter 9. From these it is just a question of turning the
handle, controlling the calculation via the appropriate centraliser algebra,
which is UqSl(N) acting on its k-fold tensored fundamental representation
(c.f. chapters 5 and 9).

æ
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